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Preface

This is an unusual book. It launches a new style of reseatohtlie nature of the mind,
a style that proficiently uncovers, explores and exploits glinergies between complex
systems thinking, sophisticated theoretical critiquentisgtic modeling technologies and
experimental work. Rather than adopting a grandiose progratic approach, Marieke
Rohde presents us with a pragmatic conjunction of elemeat$y of them strongly feeding
off the others and making it impossible to shelf her workesliyiunder any one rubric such
as psychology, robotics, artificial intelligence or phdpsy of mind. Perhaps the least
unjust choice is to call this a work ofew cognitive science

It is yesterday’s news to remark on how our conceptual fraonkfor understanding com-
plex systems is changing. There is a recognized need tossupplk the scientific categories
of mechanistic, XIX century thought for new ways of thinkialgout non-linear forms of
interaction and inter-relation between events and preseas multiple scales. Since the
times of cybernetics and in parallel to the developmenteftdmputer as a scientific tool,
we have witnessed several proposals for “revolutionarysaaf dealing with complexity:
catastrophe theory, general systems theory, chaos, igglfvized criticality, complex net-
works, etc. Despite not always fulfilling their stated pdiginthese ideas have helped us
increase our capability to understand complex systems avalih general left us with new
concepts, new tools and new ways of formulating questions.

This conceptual change, however, has not been homogen@mig.very recently have
some of these ideas begun to make some way into mainstreanetical biology (even

if they were containeth nucein the work of many pioneers) for example, in models of
protocells and minimal metabolic systems, genetic regyanetworks, embryogenesis,
immune networks, to evolutionary and ecosystems dynamics.

It is often the case that the sophisticated theoretical [dpmeents necessary to tackle a
specific problem (or to reformulate it in a workable mannejéalready existed for some

vii



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

Viii Enaction, Embodiment, Evolutionary Robotics

time, but only become acceptable once they are seen to wdHeiform of conceptual
models, synthetic machines, or novel data.

If there is a contemporary domain of enquiry where compjendgigns supreme and where
mono-disciplinary linear thinking is bound to fail, thistfe realm of cognition. The future
history of science will write that today we still know clogertothing about the mind. It will
point out that essential categories such as autonomy, ggealaes, meaning, intentional-
ity, and many others remain poorly defined at the start of thésXcentury, and that we
are, in ways still too preliminary, only beginning to grakp tomplexity not only of brains,
but of bodily physiologies and mechanisms, of experien€stroctured and structuring
environments and of social interactions. A proper studyefrhind, or for that matter cog-
nition, requires us to get a handle on biological (evoluignpsycho-physical, neuroscien-
tific), psychological, technological, socio-culturahdiuistic and experiential constraints.
Mind is the realm of the Uber-complex. How to begin to thitdoat it?

According to Rohde, this is how:

We need new concepts

The enactive framework that serves as the basis for Rohdesstigations attempts to
explore the relations between life and mind. This approagth roots in the work of
Francisco Varela, has recently become a wellspring of nowateptual developments,
many of which are described and put to work in this book. Asygxas one could mention
a deeper sense of embodiment as rooted in the autonomousisatian of a cognitive
being and offering a route towards a naturalisation of ndinitpand meaning as well as
workable novel concepts such as adaptivity and sense-gnaiiarkable, and improvable,
as there is no pretension that the last word on the subjedidesspoken.

These ideas in combination with the tools of synthetic miatiglaind dynamical systems
theory are the ingredients of the results presented here. efiferging picture is by no
means a simple one. It reveals, on the contrary, the subtiplexities and interweaving
of factors that are not always easy to isolate. This is pexhegt as it should be — to study,
as Rohde does, real cognition. We should suspect any statryehders the complexity of
the mind too easily graspable, because that is likely a sighwe have not really made
the effort to change our ways of thinking. This is not a selfedting position — we can
indeed understand the mind and develop scientific methib@stHe one presented in this
book, to this end, but chances are we shall have to radichlinge our own minds in the
process. If this change has not taken place yet, then anyrstadding will be a facade
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that works simply by covering the difficulties with its ownird-spots. Any semblance of
an explanation is suspect if all it does is to sweep complexiter the carpet of concepts
designed to stop us from asking questions. Such is the céséradlitional distinctions be-
tween content and vehicles, use of representational lgegaad widespread functionalist
assumptions about the mind — all of which are explicitly opiititly rejected in this work.

We need new tools

The combined use of dynamical systems ideas and synthgtioaghes such as evolution-
ary robotics allows Rohde to create a micro-loop of scienéfiquiry running within her
laptop. Pre-conceptions are put to the test by a procesbleapbgenerating (under cer-
tain constraints) exemplars of the behaviours of interéditout having to be too specific
about the underlying mechanisms. The result is precisetgpegss of exploration of mech-
anisms, which is rendered possible by the use of artificiallgion, a method that is often
less biased than our own engineering-laden approach tevemsigning systems. Thus,
evolutionary robotics can be put to the service of genegatiovel proofs of concept, to
question intuitions and overall to exercise our scientifindrand train it in understanding
complex embodied and embedded systems. Such models arelefigerately simple thus
seeking maximum conceptual impact. In the phrase of RaBealt, one of the pioneers of
this methodology, working with these models is a form of naégymnastics.

The versatility of this modeling methodology is clearly dmmstrated in this book, where it
is put to work in conceptual models (querying the logicalsistency of the idea of value
systems), empirically inspired problems (studying thes rofl linear synergies in human
pointing) and in a direct dialogue with empirical studiesannevolutionary robotics mod-
els serve the role of hypotheses-generators as well asdimgwjuidance in the dynamical
analysis of data. The subtlety with which the present wonnalestrates this method-
ological versatility should not be missed and is likely t¢ ge standard for important
forthcoming developments.

We need not shy away from the grand challenges

A common remark about the enactive, dynamical approach gaitton and also about

evolutionary robotics is that these ideas and tools sit atdhie lower levels of intelligence,

where sensorimotor constraints dominate. In other wohes, $erve us well to understand
the intelligence of insects, but we shall find these concapts methods lacking when

dealing with the complexities of the human mind.
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This is a real challenge, although at the same time, one eoatdier how well traditional
approaches have really helped us understand the compteaitthe human mind (presum-
ably if they had been successful we should by now have beentatbuild an artificial
person?). Instead, this book takes a practical approadfig@tiestion and in doing so it
undermines the commonly held assumption that, in order taseéul, a scientific model
must match the complexity of the target phenomena that rtedmsexplained. Rohde pro-
vides several clear demonstrations that this is not the dds# it is possible to learn about
important factors affecting human cognitive performaramfly synergies, social percep-
tion and time perception) with models that do not nearly imd&temans in complexity and
still can provide us with clear insights about the problerhe3e models allow us to enter
into a concrete dialogue with empirical and theoreticad .

We need interdisciplinary dialogue and cross-fertilisati

Rohde does a remarkable job at doing justice to the diffedestiplines involved in her
research moving easily between domains like a Renaissaimgk At no point are con-
cepts trivialised or assumed to map into each other unpmadtieally. At no point does
she render any of the disciplines or methods redundant onslecy to others. A sense of
integration, not of unification, and dialogue comes throagti hopefully this book will be
followed by similar efforts and similar collaborations. r8e of the methodological con-
nections she draws, for instance between evolutionarticgmodeling and psychological
experiments, are uncommon and probably presented heteefdirgt time.

These are Rohde’s proposals for the new sciences of cognitfahey sound idealistic
in this preface, this impression will be corrected when ts&der is confronted with the
practical thrust of her work. This is what gives her book augea chance of changing the
way we study the mind.

It would be useful to put Rohde’s proposal in context. The potational-representational
view of the mind, with traditional Al as its theoretical cofeas been the target of multi-
ple criticisms during its 6-decade long history. Some of¢heriticisms have been very
insightful and sometimes apparently devastating. On thike taf conceptual disputes one
wonders how the traditional perspective managed to ousiu@h attacks. Probably for
different reasons (the strong support of funding bodiesesthe 1960s playing no small
part). But importantly due to a genuinkeona fidescientific advantage of this perspec-
tive: it has been able to provide enough friction to drive @rmsiific process. Thanks to
the computational-representational view of the mind itasgible for psychologists to for-
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mulate clear hypotheses about human and animal percep#eision-making, learning,
memory and problem-solving and perform clean elegant éxgets to probe these hy-
potheses. Thanks to the computational-representatigaalaf the mind it is possible for
neuroscientists to spell out neural function as informmafioocessing and turn this idea
into the guiding heuristic for experiments and models baéttha level of the cellular and
biochemical processes as well as on the level of brain aneaborganisation. Thanks to
the computational-representational view of the mind ctigmicience can define itself as
the scientific programme of specifying the functional at@tture of intelligence, building
new formalisms and deriving their specific implications touitimately tested against em-
pirical evidence and by construction in the form of artifilgiantelligent machinery. In
short, thanks to the computational-representational witthie mind, it has been possible
for science to move on.

This is what marks the computational-representational wiethe mind as a fruitful sci-
entific paradigm, not its theoretical soundness or its ilitglio deal with problems that
cognitive scientists choose to ignore (when they argudhdukl not). Those of us who
sustain that this perspective is flawed must still recogités&uitfulness and be realistic
about this oft-neglected fact: the success of a scientifiagigm is not solely judged at the
court of logical consistency and empirical evidence. It$urity, by definition, also lies in
the fact that it provides the right set of ideas and tools ¢&leathe problems that it sets
itself, never mind the critical stance that points to itstilispots as also being genuine and
relevant problems.

Consequently, it should not surprise us that the biggestishio the system have come less
from well argued conceptual attacks than from real praligidence of its limitations. The
connectionist revolution-come-reform clearly demortsalahe benefits of breaking with a
rigid understanding of functionality as expressed onlydgid¢al rules. It expanded the
paradigm without overturning its central tenets. And thesvachieved with the help of
workable tools leading to better models of brain functicetiér match with empirical data
at least in some domains, and novel technologies for Al abdtics as well as for wider
applications.

The Brooksian revolution in autonomous robotics ushereal imore radical break. It ex-
plicitly questioned the view of intelligence as complexamhation processing in the shape
of world-modelling strategies. It showed how simple, Idgsupled systems not nec-
essarily organised hierarchically but working in paraltaduld achieve real world perfor-
mance in ways that had been eluding traditional Al engine&@snceptually, the field
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of situated robotics also questioned the understandingtefligence promoted by tradi-
tional cognitive science as human-level, cold reasoninigis &ichievement, accordingly,
is the icing in the evolutionary cake that represents théohjisof natural intelligence,
much of which is opportunistic, affective, embodied and atyit. Natural intelligence
(including much of human everyday intelligence) is fond ohéap tricks” of local ap-
plicability and less prone to general problem solving. lraé part, the questioning of
computational-representational views, which has emedgeidg the last decade, stemmed
from this Brooksian revolution. It grew from the ensuing gti@ning of concepts such as
computation and representation and the probing of otheralistract ideas like embodi-
ment and situatedness, which were now beginning to yieldreda and measurable results
in the fields of autonomous and evolutionary robotics.

Clearly, it is factual, observable changes that fuel congdshifts, and as a benefit these
changes re-signify existing conceptual criticisms, givinem new tools and techniques to
drive a research programme, in other words, to provide anrgltive, non-computational
framework with the chance to become a new paradigm in its agém.r

This is the process that we are witnessing today and whicdkelylto keep on developing
over the next decade. The present book is an example of tiegs. Recently at a talk at
the University of Sussex (in June, 2009), the philosopheoghitive science Andy Clark
was asked for his opinion about the future of cognitive sméeand philosophy of mind
over the next 10 years. He said it would be something dominagey much like what goes
on today under the name of enactivism, but “without the sltg”. What better way to get
rid of the “silly bits” (assuming there are any!) — and so eirito a new phase of scientific
development — than to put these ideas to work and see what#mego? And what better
way to start this process than with interdisciplinary reseapanning conceptual critique,
experimental work, target oriented and abstract modefirani exemplary methodological
dialogue? This is what this book is about — a foray into whatsome in the sciences and
technologies of the mind. This is what makes it an unusuakboo

Ezequiel A. Di Paolo
University of Sussex
Brighton, UK
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Chapter 1

Introduction

“Thinking machines” — the title of the series in which thisdas published echoes a long
gone optimism. It is the optimism of the cyberneticists,giglogists and mathematicians
who invented Artificial Intelligence (Al) as a research pram at Dartmouth in 1956, in
the face of the powerful new digital technologies. Digitahgputers proved to be able to do
things that previously only humans were able to do: logiealuttion, mathematical cal-
culation, syntactical composition of words. Computer pamgs could meet or even exceed
our standards in all those activities that rely heavily onsitbng symbolic capacities, that
which distinguishes us from mere animals, the pinnacle ofimelligence. Is this what
intelligence comes down to? The syntactic manipulaticoragte and logical recombina-
tion of inputs, of symbols representing the state of the evad we know it through our
senses? The idea of the brain as an organic thinking machtheha dream to recreate this
machinen silicio, as the irrefutable proof of our scientific understandiregdme the uni-
fying vision for a new interdisciplinary and scientific syudf mind: “cognitive science”.

The spirits of cognitive scientists in the 21st century hesigered down substantially. The
notion of the “failure of Al” is commonplace. What critické (Dreyfus, 1972) have been
pointing out long since, has now become impossible to deagisan is not all there is
to thinking, and, as far as other skills are required, comysutannot do them very well.
By the time I, the author, studied cognitive science earlyrothe new millennium, the
limitations of the ‘cognition as computation’-metaphodhzecome obvious, but were not
yet everywhere acknowledged explicitly. The ‘embodiechtua shift in emphasis away
from abstract logical properties of thought and towardslytg the influence of physics
and physiology on mind was only just gaining impact. Todhg, point of controversy is
not so much anymonghetherthe body shapes the mind, but much rathewandto what
extent
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This book is written from one of the most radical positionssgible in favour of this embod-
ied turn. It essentially promotemaction(Varelaet al,, 1991; Stewarét al, forthcoming)
as a candidate for a new paradigm in cognitive science. Eradigm is to be described as
a form ofnon-reductive naturalisrwhere mental phenomena and functiensergefrom a
strictly physical substrate. This view is non-reductiveiaiming that mental phenomena
cannot be reduced to any particular material object or Ipoatess, as for instance neural
processing. Itis naturalistic in that it does not postutasgjic or mystical forces to explain
the non-reductive character of mind. There are two distenetls of description — physical
mechanism and emergent function — that constrain each, btltesne cannot be reduced to
or defined in terms of the other. This view relates to the ideseti-organisationn physics
and complex system theory.

The enactive approach entails@nstructivisiepistemology. In a crude simplification, that
means that knowledge is not about veridically represer{tmthe brain/mind) the objec-
tive world, but about the active construction of knowledg®tigh our interaction with the
environment and according to viability constraihtis the absence of subjective observers,
the environment is filled with an abundance of ‘stuff’, but mith meaningful objects and
events. The things that we perceive, think about and act ernharse we need to know
about and we choose to know about because they matter. Gus lg@ not indiscrimi-
nately and passively crunch any structure that can be @etétta never ending stream of
sensations, sent to us from the outside world. Cognitiorias aboutdiscarding irrelevant
information andgoing out to get relevant informatiomrhe actions we perform are based
on our previous inputs and on our intentions and they paril@termine our future inputs.
This closure of the sensorimotor loop implies that situatghition is a dynamical system,
prone to nonlinear behaviour. Open-loop approachesjetstrto describing input-output
mappings, are unable to capture this circular causalitytam@mergent phenomena it can
bring about.

The enactive approach assumes that the physical procesdeslying cognition and
knowledge construction are self-regulatory with respeatherent goals or values and that
the cognitive processes themselves change depending oessuer failure, not only the
tokens that are being processed. Computational approgutessiming that symbolic to-
kens are processed by a central cognitive program thatlpkx@cutes syntactic rules, are
insufficient to capture such inherently meaningful sefuiation. They assume an exter-
nal interpretation (‘symbol grounding’) of processes thia themselves meaningless and

Lviability here does not necessarily mean survival — chap?eand 3 explain this point in more detail.
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independent of behavioural success. In computationabagpes, meaning enters through
dedicated channels as yet another symbolic input tokenseTtveo issues — i.e., inherent
valence vs. external symbol grounding and closed-looposanstor behaviour vs. passive
information processing — are possibly the most importaimtp@f disagreement between
the computationalist and the enactive approach.

The physical system that, as a model, best describes thegz@gunderlying mind in this
enactive perspective is the living organism, not the digitanputer. The processes that
characterise simple life forms (e.g., bacterial self-neelf-production or gradient fol-
lowing for metabolic integrity, autopoiesis) come muchsebto the kind of intelligent
process that the enactivist is after: an intertwinementabfavioural and metabolic func-
tions; a dynamical system that constantly changes and egelsamatter and energy with
its environment, yet maintains its emergent organisatida.part of the system can ex-
plain the global behaviour if examined on its own, no parttoas it or defines it, yet what
emerges when the organisation is placed into an environnseatsystem with a purpose
and an identity. The point here is not that all we do as livinggmisms has to be defined
in terms of survival, as in a bacterium. The point is thathi§kind of self-organisation of
motion, sensation, behaviour and valence works on a smellt,sevhy would it not work
on a larger, more complex scale? Could a multi-cellular oigra work according to sim-
ilar principles? Could a brain self-organise in a similaiyvea a living organism? Could
different such processes interact in complex organisnt) a8 animals or humans? A
bacterial cell does not involve magic, yet it can do what cotags still cannot do: it can
act according to norms that are inherent in the process xtetrally defined. Taking the
living cell as a model for cognition, information proceggstructures do nat priori have

a place in its explanation, not even as central modules ®dake of more abstract tasks.
The discipline of ‘Artificial Life’ (ALife) took inspiraticn from this idea. In deliberate
opposition to the term ‘Artificial Intelligence’, this apmach aims to synthesise life-like
structures to understand and recreate biological ineilig, but without central ‘cogni-
tive’ computational control. What is the place of ‘thinkintachines’ in this picture? The
methods of ALife include real and artificial chemistriesigars of life, proto-cellular life),
multi-robot systems (swarm robotics), merely mathembtlgaamical models (e.g., Con-
way’s game of life and other cellular automata) and the stfdintelligent’ morphology
or materials for robots in order to ‘outsource’ tasks whittuitively appear to require rea-
soning to the periphery. If the systems we work with are cloafaj materials or parts of
the body, is it appropriate to label the system a ‘machine’erif intelligent behaviour
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emerges from the interaction of simple local processesadhef the individual units or
machines we engineered is ‘stupid’, where is the thinkingd Aour targets for modelling
include bacteria and insects, is it appropriate to talk aktbinking’ or ‘cognition’ in the
first place, even if no compositional structure, abstractayor consciousness is involved?
In enactive cognitive science, everything comes in degieekiding thinking and cogni-
tion (life-mind-continuity). If ALife replaces Al in a postognitivist cognitive science, the
notion of the ‘thinking machine’ is weakened and extendeithéopoint that it is question-
able whether the term ‘thinking machine’ is very useful at & order to stay tractable,
ALife modelling approaches are frequently confined to sarii¢-forms and low-level re-
active behaviour, which are not always thought of as cogmitiFollowers of the enactive
approach that work with higher level cognitive facultiesialty work with empirical and
conceptual, not with formal or synthetic methods (e.g.,nidee linguistics/anthropology
(NGfez, forthcoming; Hutchins, forthcoming), cognéiweuroscience (Le Van Quyen,
forthcoming) or phenomenology (Havelange, forthcomingjjewart even describes en-
active cognitive science as a multidisciplinary projeeitttimvolves a dialogue “at the very
least between psychology, linguistics and neuroscierggwart, forthcoming), a listing
that is characterised by a remarkable lack of the disciplofeomputer science or Al.

This book carves out a space for computational methods intigaacognitive science.
Based on the author’s doctorate dissertation (Rohde, 20@8gsents case studies of how
Evolutionary Robotics (ER) simulation models can be usestudy cognition using com-
putational methods in bona fideenactive spirit. Furthermore, unlike most ALife mod-
els, the models in this book are applied specifically to moid of human cognition and
behaviour. The book alternates between concrete exampdietha overarching method-
ological main questionhow can simple ER simulations be used to explain human level
cognition?

Even though the argument is developed using ER simulatiatetspwhich is a typical AL-
ife technique, in a larger context, the methodological dwsions drawn hold for synthetic
and modelling techniques in general. Going through an iclastic crisis of rejecting the
computational metaphor and discarding the dream of theKihg machine’, the enactive
computer scientist has to work with what is left, recondingher niche. If computa-
tional models can be useful for any other science, why shthdyg not be useful for the
science of mind? This book proposes to drop the concept othirking machine’ in
favour of the concept of computational models as ‘machioegHinking’ (or ‘tools for
thinking’), a status that models and simulations holds heosciences, too. What makes
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the case of cognitive modelling special is that here we asdirg with ‘machines for
thinking about thinking’. This can easily lead to the comdursof the explananshinking
with the explanandunrthinking, whereby one can easily slip back into a compatstiist
stance, believing that the model of a cognitive faculty oempdmenon is indeed a ‘think-
ing machine’, rather than just a model, a machine for thiglkdbout a system that thinks.
Therefore, conceptual hygiene is one of the most importatutas for an enactive cognitive
science.

This book starts off with two conceptual chapters. Chapté @n introduction to the
paradigmatic struggle in cognitive science. It begins lwngj a historical account of the
birth, rise and decline of cognitivist-computationalisgaitive science. It then introduces
some of the main proposed alternatives and clarifies howdffgar from each other and
from the computationalist paradigm. Then, the enactivagigm is outlined and advocated
in more detail. In the context of criticism, the question ofrgputational methods in post-
cognitivist cognitive science, which is briefly sketchedvpously, is reposed.

The longest chapter in this book is the method(ologicalpténz3. It not only introduces the
techniques used for the research presented. It also pseserk on a number of science-
theoretic questions, such as the consequences of a cdivistugorld-view for scientific
practice and interpretation, the role of Dynamical Syst&msory in the enactive approach
and the methodological difficulties associated with themsiific study of experience. It
concludes with the outline of how minimal experimental anodelling (ER) approaches
can be integrated to form an interdisciplinary frameworkdoress questions of perceptual
experience from the enactive perspective.

The following four chapters present concrete results oargific problems of different
kinds, to illustrate the use of Evolutionary Robotic sintidas in enactive cognitive sci-
ence:

Chapter 4 presents a simulation model studying linear gy@eias a principle in motor
control. The problem of redundant degrees of freedoms andahcept of motor synergies
are introduced, as well as the experimental study thatriedghe simulation model. The
results are evaluated in terms of what they imply for thewtfdnotor control and for the
use of ER simulation models in cognitive science.

A simulation model caricaturing architectures that impdernan internal value system to
self-supervise learning is presented in chapter 5, in dad#iustrate the implicit premises
underlying this kind of approach. This chapter also disesighe problem of values, as it
had been sketched in the previous outline (i.e., value aisated value signal vs. value as
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intrinsic property of a physical process). Again, the mael its results are presented and
evaluated with respect to the question the model addresseslhas with respect to the
methodological theme of the book.

Chapters 6 and 7 present the results from two simulation feadievo subsequent and very
related experimental studies on human perceptual crossangne-dimensional (chapter 6)
and a two-dimensional (chapter 7) minimal virtual enviramn These chapters implement
the combination of ER modelling and minimal behaviouralemxments on human percep-
tion proposed in chapter 3.

A conceptual interlude on time cognition and time percapt®given in chapter 8. It
analyses a broad variety of literature on time and tempgralicluding Kant's episte-
mology, Husserl's and Merleau-Ponty’s phenomenologyoiffeind Nfiez anthropology,
Piaget’'s developmental psychology, Varela’s neurophermiogy, Shanon’s study of al-
tered states of consciousness, Libet's neuroscientifi& womeuro-behavioural latencies
and work on the psychophysics of time perception. This @rgpepares for the following
three chapters that investigate the phenomenon of senstorimecalibration of perceived
simultaneity presenting experimental and modelling tssul

Chapter 9 presents an experimental study on human adaptasensory delays. There is
evidence that adaptation to increased sensorimotor igenan lead to a recalibration of
simultaneity in some situations, but not in others. The lilgpsis that time pressure in the
task is the crucial factor for this recalibration to takeqalés tested and not supported by the
data. The experiment is the basis for the ER simulation mpadented in the following
chapter 10, which provides new insights in the sensorimptocesses involved in delay
adaptation and how they may relate to recalibration of peedesimultaneity. The ideas of
how simultaneity is constructed from regularities in oursaimotor flow are presented in
chapter 11, which also takes into consideration the thaitetnalyses from chapter 8.
The conclusion from this collage of ER simulation modelshiattthere is an abundance
of areas of applicability for simple simulation models in @nactive cognitive science
of human level cognition. These range from down-to-earthlieations to motor control
(chapter 4) to very high-level philosophical proofs of cepts (chapter 5). Furthermore,
by taking an experimental-behavioural approach to humareptual experience that is as
minimal as the model itself, ER simulations can enter afinlidialogue with such empir-
ical techniques. This approach has been applied to the p@neof agency (chapters 6
and 7) and the perception of simultaneity (chapters 9-1hapfer 12 draws an optimistic
conclusion: even though abandoning the idea of the ‘thimpkirmchine’ may be painful at
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first, it opens up new possibilities to use computationdimégues in the non-reductionist
enactive study of cognition that is not blind to the fact that are living organisms, too.

Computational methods can bring formal rigour to our thiig@bout thinking, without the

overconfident ambition to turn thinking into a formal busisaltogether.
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Chapter 2

Enactive Cognitive Science

This opening chapter introduces the philosophical anddigmaatic context in which the
research presented in this book has been generated. It foenfsundation for the descrip-
tion and development of the methods employed and develageghier 3) and their later
application (just modelling: chapters 4-7; combined mixgland experimental work:
chapters 8-11). The significance of the results of each ofrtbdels and experiments for
the particular research question they address is discweieith the respective chapters.
The paradigmatic and methodological implications of thetadies, which are the unifying
research theme for the present work, are identified and &eadun chapter 12.

In many ways, the methodological research question urideriyhis book can be seen
as yet another episode of the decade-old paradigmaticgitrbgtween traditional com-
putationalist cognitive science and more embodied and ™imapproaches. Therefore,
this chapter starts (Sect. 2.1) with a summary of the keyesspersons and milestones
that have determined this debate, which is as old as cogrstience itself. In cognitive
science, there is a tendency to present the paradigm straggh black-and-white battle
between the traditional ‘GOFAI' (good-old-fashioned Aidial Intelligence; Haugeland,
1985) approach, on the one hand, and everything which@GOFAI’ (or ‘New Al’), on the
other hand. Various alternative proposals (Connectionidynamicism, Behaviour-Based
Robotics, ...) have originated from the observation of Einshortcomings of the tradi-
tional paradigm and often have significant methodologiodl ideological overlap. How-
ever, they cannot be seen as a single alternative that condé@ferent flavours: significant
tensions exist between them. Section 2.2 summarises a mwhakernative paradigms,
identifies their maxims and core assumptions and pointsrolbw far they are prone to
the same criticisms as GOFAI. Section 2.3 presents the igaagiproach as a candidate
for a new paradigm in cognitive science and that underliegdéisearch presented in this
book. Finally, Sect. 2.4 reflects on the main challengestéwg paradigm faces and on the
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role computational models can play in it. Special attenifopaid to a criticism that dy-
namical modelling approaches frequently face, i.e., thahsnodels serve well to address
low-level behavioural issues but not high-level cognitisgues. This last section finishes
by outlining the scientific challenge that has driven theagsh presented in this book, i.e.,
to identify ways to use simple Evolutionary Robotics (ER)glation models in cognitive
science in general and, in particular, for the scientificigtof human cognition.

2.1 The Rise and Fall of Traditional Cognitive Science

To my knowledge, it is not clear when the term ‘cognitive acie’ was first employed.
Its birth is, however, frequently associated with the baofha more traceable term, i.e.,
‘Artificial Intelligence’ (Al; e.g., Eysenck and Keane, 2B(Haugeland, 1981; Russell and
Norvig, 1995), a label that has first been used in the calllierDartmouth Conference
in 1956 (McCarthyet al, 1955). This conference brought together researcherswibya
employing the then newly emerging digital computer tecbgglin disciplines as different
as psychology, computing, linguistics, neurobiology angdieeering.

At the time, Behaviorism was at its peak in psychology. Bébrégsm had arisen out of
a partially justified methodological scepticism towardaspectionism in psychology,
whose data was not observable by anyone but the introsgesatinject and thus did not
meet the scientific standards of the natural sciences. Tdrer¢he behaviourists demanded
to confine scientific inquiry to physically measurable bebar The most radical critics
went as far as to claim that mind and mental phenomena “catld@ shown to exist and
were therefore not proper objects of scientific inquiry &t @tilling et al,, 1998, p. 335)
and the very use of mentalistic language was, as a consegjfemegned upon.

The analogy between computing processes in digital compyte formal Turing Ma-
chines, TMs) and the human mind drawn by the researchers methrly founded discipline
Al, therefore, fell on fertile grounds with scientists thegre interested in studying mental
phenomena. Digital computers perform intelligent tasks fineviously only humans could
do, such as logical reasoning, mathematical computatjortastically correct chaining of
words, etc. If we can physically explain and formally and functionallgstribe how the
machine does it, why would the same not be possible for theahumind, the ‘black box’
of Behaviorism? Computer technology and Al provided theyleage and concepts that,
in the oppressive scientific climate at the time, made it ptadde to use mentalistic terms
without falling subject to accusations of lacking scientifgour.
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The science of cognition, rather than the science of ‘justhdviour, therefore, is fre-
quently defined in terms of this metaphor of the digital coteptor the human mind. This
metaphor comes in different variants, e.g., physical syreystem hypothesis (Newell and
Simon, 1963), computational theory of mind (Fodor, 2000agnition as computation or
information processing (Stillingt al., 1998, p. 1). It became the underlying dogma for the
interdisciplinary study of the mind, in which cognitive géwlogists and linguists empiri-
cally measure the behavioural data to be modelled; compuaientists and Al researchers
generate the computational models of this data that magsnpwutputs and predict fur-
ther not yet measured input-output mappings; brain saentilentify the neural circuits
and brain areas that instantiate these formal models; sgploers take care of the mental
side of things and relate the formal and scientific resultaittd, which is scientifically not
measurable. Had it worked, it would have been a great idea.

The problem with the mind-as-machine metaphor is that eettire human mind nor the
human brain are very much like digital computers. A digiaihputer is a device that maps
input symbols to output symbols following syntactic rulaad, even though humans are
much better at performing such mappings than most anin&d)y far not everything they
do. Computers can model those aspects of our behaviourrthayatactidn their nature
but such behaviours are but a very limited subset of the thimgdo. Consequently, over
the last 50 years, cognitive scientists have repeatedlypun the limits of this metaphor.
This led to the identification of a whole catalogue of prolddirat can ultimately be traced
to originate from the mind-as-machine metaphor. A non-astiee list features:

e The frame problem in Al: how to keep track of everything thaes not change in
response to my actions? (e.g., Russell and Norvig, 1995)

e The credit assignment problem in search and machine legrimrsolving a complex
problem, which of the many steps taken were relevant to ol@havioural success?
(e.g., Minsky, 1961)

e The symbol grounding problem in philosophy: how do symbastheir meaning?
(Harnad, 1990)

e The binding problem in neuroscience: how are features tiegp@cessed in different
channels or parts of the brain brought together to form omemnt perception of the
world? (e.g., Revonsuo and Newman, 1999)

e The problem of context in formal semantics: how do | funcéithhderive word mean-
ings that depend on the situation in which they are expré&sged., Cole, 1981)
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All these problems are a consequence of having separateyitit®lic representational to-
ken from its meaning, a separation which characterises atatipnal systems (cf. Hauge-
land, 1981). Local structures do their job, applying sytitatiles without knowing if they
are playing chess or launching a nuclear bomb. This ignerahthe algorithm is beau-
tifully illustrated in (Searle, 1980)'s famous ‘Chineseono’ thought experiment, which
features a Chinese interpreter that applies the rules afeSkilanguage without knowing
any Chinese.

This is just one, and perhaps the most drastic implicit psenebntained in the computa-
tional metaphor. A number of assumptions about brain and thiat are not supported by
empirical evidence piggyback on this premise — assumptioaishave been vehemently
criticised over and over in the 50 year old history of Al (e @Qreyfus, 1972; Pfeifer and
Scheier, 1999; Harvey, 1996; Port and van Gelder, 1995)sd& hrclude the idea that exact
timing does not matter, that the brain/mind is strictly ftiocally modularised, that inputs
are passively parsed rather than actively sought, thae flsean external world of objects,
waiting to be represented and that explanatorily atomicunmeuli provide meaning wher-
ever it is lacking. Such problematic implications of corrgtignal views are discussed later
on in this chapter, throughout this book and in many of thenaices provided.

However, the point of this section is not in the first placedovince the reader that there are
problems with the computational metaphor. The ‘failure ¢f As it is commonly called,
is by now acknowledged even by some of the most central aridaladefendants of the
computationalist paradigm in cognitive science (e.g.,dfFp@000). However, the methods,
and with them the language, the concepts, the modellingrgstsens and the rejection of
other ways of doing cognitive science prevail. Having stéras a rebellion against the
constraints that Behaviourism imposed on language, thoaigth action, computational-
ist cognitive science has now itself become an intellecstralightjacket, an obstacle in
the way of scientific progress and the understanding of mivdile the mind-as-machine
metaphor provided the language to describe cognitive gessethat are syntactic in their
very nature, it did not provide the language to talk aboutesins, about meaning. This
is a problem, because, as the enactive approach argues,srandinherently meaning-
ful phenomenon. Even worse maybe, the metaphor took awalatigeiage to talk about
behaviour or anything external to the former black-box oh&gourism, because it pre-
sumes that internal representation and symbol manipulgtie formal description of the
mind-machine, is all there really is to know.
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Possibly, both Behaviorism and computationalist GOFAIritige science have been so
successful because they are based on seductively simplg. itkeit time to replace com-
putationalism with another seductively simple idea? Pobpaot. The world is complex,
mind is complex, the brain is complex, the body is complexy Ample theory will be
doomed to follow the same destiny, i.e., to rise, to turn shdgma, and to fall, but not to
explain cognition. Fortunately, the enactive approachoissimple. Section 2.3 tries to
capture the essence of what this new and still dynamic anldiegoapproach takes from
different predecessors, some ancient, some more recertipanit aspires to explain mind.
Before that, some of the main alternatives proposed asatiee paradigms are reviewed,
to be able to argue in how far the enactive approach is simildifferent.

2.2 Alternative Paradigms

Sceptics have pointed out the limitations that are summdmbdove over and over again.
But does giving up on computationalism imply giving up on itiea to scientifically ex-
plain mind and cognition? Or are there ways to cut out the raisiinachine metaphor but
to keep cognitive science as such an interdisciplinaryget@j Many proposals have been
made to substitute the mind-as-machine metaphor with a newdifferent paradigm to be
programmatic for a new cognitive science.

There is a tendency to perceive such alternative proposasuaified ‘opposition’, rather
than as the diverse set of paradigms that it is. For instam&@gnnectionism, artificial life,
and dynamical systems: New approaches to old quest{&@hsan, 1998) presents three
alternative paradigms to the computationalism and desstiow he believes they go hand
in hand:

“The three approaches share much in common. They all refleataeased interest in
the ways in which paying closer attention to natural systémsvous systems; evolution;
physics) might elucidate cognition. None of the approadiyeisself is probably complete;
but taken together, they complement one another in a wayhwiréccan only hope presages
exciting discoveries yet to come” (Elman, 1998).

Earlier on, Elman writes:

“While there are significant differences among these thpgeaaches and some comple-
mentarity, they also share a great deal in common and theraamny researchers who work
simultaneously in all three” (EIman, 1998).

The proposal here is that EIman’s take on the situation isoniseived. However, his mis-
conception is common, which is rooted in two facts that Elrakso observes: (1) Alter-
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native approaches tend to be driven by a common demand fa biological plausibility
and (2) there is methodological overlap between alteragradigms. However, using the
same methods and coming from the same origin does not impipatbility. Identifying
the largest common denominator between different paragliggars the danger of watering
down the original radical and new proposals and dilute thero“a background essen-
tially indistinguishable from that which they initially iended to reject” (Di Paolet al,
forthcoming). Therefore, the ideological commitmentsoasaed with some alternative
paradigms that are all subsumed under the umbrellanesmnAlhave to be clarified.

2.2.1 Connectionism

Connectionism is frequently seen as the most importantratiee proposal to GOFAL.
This perception probably relates to the fact that Connaidin had been posed as an ex-
plicit challenge to logic-based approaches quite earlyMelellandet al., 1986) and that
Artificial Neural Network (ANN) theory had been developedrajside logic-based Al.
Connectionism (or parallel distributed processing, PDBjppses to replace GOFAI's digi-
tal computer with “a large number of simple processing eleiealled units, each sending
excitatory and inhibitory signals to the other units” (Methndet al, 1986, p. 55). Bene-
fits of this approach are its “physiological flavour” (McQéaidet al,, 1986, p. 55) because
ANNSs are inspired by neuroscience, drawing the analogy é&etwprocessing units and
biological neurons. A lot of the paradigmatic debate in dtigm science has focused on
identifying the differences between Turing Machine/ldggsed approaches and ANNs and
their implicationst

From an enactive perspective, ANNs are only interestingi@saonong many formal tools,
not as a modelling paradigm that is intrinsically more bipdally plausible. In their non-
dynamic form (i.e., feed-forward networks), they only egent input-output-mappings
just like computationalist models. In their dynamic forne(j recurrent networks), they
can represent dynamical systems — however, that a dynasyis@m takes the form of
an ANN rather than just any differential equation is not oplexatory importance either.
As argued extensively elsewhere (e.g., Cliff, 1991; Haru&p6), Connectionism suffers
from most of the problems associated with the computatisinadradigm. Indeed, it is just
a variant of the computational paradigm, not presuminghitbmn as digital information
processing’ but rather ‘cognition as parallel distribupedcessing’.

INoticeably: (Fodor and Pylyshyn, 1988)’s conceptual @sth and the responses it triggered; (Minsky and
Papert, 1969)’s formal proof of limited computational ceifias of perceptrons.




December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

Enactive Cognitive Science 15

ANN theory has produced some very useful formal tools, liegralgorithms and represen-
tations for dynamical systems and mathematical functidxtsts interface to theoretical
neuroscience, it has also generated models that contfibutee understanding of brain
physiology and dynamics. However, in order to understamindognition and behaviour,
it is necessary to investigate not just what comes in and gded out, but much rather what
happensin closed loop interaction with the world and hovhqalysical agent-environment
interactions relate to experience. ANN theory is not at tharhof such a project, it is not
even an essential component.

2.2.2 Dynamicism

The dynamical hypothesis in cognitive science (van Geltig@®8; Port and van Gelder,
1995) is a more recent alternative proposal, based on tira tlaat cognitive agents are
dynamical systems” (van Gelder, 1998, p. 615). The problém tiis approach is, again,
that a mathematical formalism to substitute GOFAI's TurMgchine is proposed, rather
than to part with the idea that a formal tool has to be at the obrognitive science in the
first place. This idea is at tension with the non-reductiereof cognition proposed in the
enactive approach, with the idea of emergence and with thphasis on lived experience
and inherent meaning (cf. Sect. 2.3).

Dynamical Systems Theory (DST) does play an important roldé enactive approach,
and this methodological importance is elaborated in theiohg methodological chapter
(Sect. 3.2). However, there are models that are not endutit/é&ll within the realm of
Dynamicism. (Elman, 1998) presents, as an example of a DS¥ea recurrent neural
network that is trained to recognise the context-sensitvaal languagab", which he
sees as an example of a dynamical model of “realms of highgmiton” because it is
“applied to the case of language” (Elman, 1998, p. 30). Inlitiet of the previously
identified problems with the computational paradigm, it igsterious what this completely
disembodied model (which basically represents a pushdotameaton) can explain about
cognition: why is this model superior to a TM recognising Haene formal language, or
how does it not fall victim to the same criticisms?

This example illustrates where the methods of DynamicistchEmactivism part, despite
the overlap. The answer to the problems identified with thmmaationalist paradigm
cannot be in the appropriate choice of formalism alone, hisdoibint does not just concern
the explanatory power of any particular model, but also tatus of simulation models
within cognitive science as a principal concern: a formatieglan cognitive science cannot
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explain but an aspect of thexplanansit cannot itself be the phenomenon (cf. Sect. 3.3).
Even though DST is of crucial importance for an embodied arattve cognitive science,
it is not in itself a satisfactory new paradigm.

2.2.3 Cybernetics, ALife, Behaviour Based Robotics

While Connectionism and Dynamicism focus their criticisfrttoe computationalist ap-
proach on the properties of the formalism used for modellimgth Behaviour Based
Robotics (BBR, e.g., Brooks, 1991) and Atrtificial Life (Akif e.g., Langton, 1997) em-
phasise the importance of embodiment and situatednesgpitiom. The computationalist
paradigm focuses on what comes in and what goes out but daélsdount for how what
goes out impacts in turn on what comes in (i.e., ¢lwsure of the sensorimotor loppnd
its relevance for explaining cognition.

Associated with these approaches is a strong scepticisheadtijectivist assumption im-
plicit in computationalism, i.e., that the brain builds areirnal representation of the ex-
ternal world which justifies to exclude the world itself frahe explanation of cognition
in favour of a Cartesian theatre. As (Brooks, 1991) puts the“world is its own best
model”. This sceptical position is frequently calladti-representationalisireven though

I am not aware of anyone adopting this label for themselvetan(ey, 1996), however,
appropriately remarks that from being the ‘billiard batid’explanation in computational-
ism (i.e., part of thexplanan¥ human capacity to represent becomesggslanandunn
non-computationalist paradigms and, though intriguingek its central role in explana-
tion. He also points out that there are very different andigléyr contradictory meanings
associated with the term ‘representation’ in cognitivesce and everyday life (e.g., corre-
lation, stand-in, re-presentation, something mental,eggtbmg in the brain, a computational
token, ...) and that computationalists are frequentlyatelot to define their usage of the
term. Therefore, the term is problematic and ambiguous aatstpotential for misinterpre-
tations. Followers of embodied and situated approachesefibre, are frequently reluctant
to use the term as part of their explanations of how the mindksvim the closed-loop.

Both BBR and ALife emphasise the fact that living organisnffedin that respect from
digital computers, i.e., they exploit the dynamics of cbbésop interactions with the en-
vironment. ALife can be seen as a direct counter-propos&@®@d-Al that focuses on
explaining “life as it is and how it could be” (Langton, 199&ther than ‘intelligence’
which is associated with logic, rationality and the kindghohgs that computers are good
at. These synthetic approaches clearly have their presiesem the cybernetics move-
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ment that started during the first half of the last centurg.(éAshby, 1954; Braitenberg,
1984; von Holst and Mittelstaedt, 1950; Holland, 2002, (aiadl on Walter’s work from
the 1940s/1950s)), whose aim can maybe be described asnéxglliving organisms as
machines (not as Turing Machines (!)) using the formal laagguof control theory. Brooks
sees his BBR approach in direct succession to the cybesnmatiwement, whose limita-
tions he diagnoses to be due to the limited technologies @mdafl tools available at the
time (Brooks, 1991). The early work in cybernetics is a maource of inspiration for
behaviour-based and ALife approaches.

Naturally, there are also a multitude of opinions and digputithin the BBR and ALife
community, e.g., about whether simulation models realiynt@s embodied and situated,
whether energy constraints are essengital, As common denominator, BBR and ALife, in
continuation of early cybernetics ideas, presume thatbetiahas to be studied, modelled
and synthesised in closed loop agent-environment inieractAs argued in Sect. 2.2.5,
there is no direct contradiction between this paradigm hadhactive approach.

2.2.4 Minimal Representationalism and Extended Mind

There have been a number of proposals that explicitly aine@inciling the old compu-
tationalist paradigm with the growing group of critics betdng aware of the need to take
embodiment, situatedness and real-time interaction digsageriously. As we assess:

“In the opinion of many, the usefulness of enactive ideasidgined to the ‘lower levels’ of
human cognition. This is the ‘reform-not-revolution’ inpeetation. For instance, embod-
ied and situated engagement with the environment may wallifficient to describe insect
navigation, but it will not tell us how we can plan a trip fromighton to La Rochelle. [...]
For some researchers enactive ideas are useful but conéirtbd tinderstanding of sen-
sorimotor engagements. As soon as anything more complesedenl, we must somehow
recover newly clothed versions of representationalism @dputationalism” (Di Paolo
et al,, forthcoming).

Main proponents of this kind of approach include (Clark, 799Clark and Grush, 1999)
and (Wheeler, 2005). These approaches aim at incorporsyimigictic symbol manipu-
lation processes into an embodied and situated story inr aodaccount for high-level
human reasoning. The proposal is thus to abstain from thevatiam associated with
traditional computationalism (i.e., that a TM descriptiwill give you the whole story).
However, such approaches extend the computationalistgmygather than to fundamen-
tally change it: there will be some need to refer to dynamibatily and environmental
variables, but at some level, cognition is and has to beastibmuncular symbol manipu-
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lation process working on internal representations. Tlecogaitive capacities presumed to
be thus implemented are called “representation hungrylenads' (Clark, 1997).

The model of value system architectures presented in chapitustrates some of the

conceptual problems associated with such hybrid architestand homuncular modules.
Problematic though these proposals may sound, they have takien seriously because
they point towards the main challenges for an enactive t¢ivgrscience. There are, at
present, not many enactive accounts of cognitive acts/ttiat involve the use of symbols
(such as language, mathematics or planning). Dynamic&mgsaccounts frequently fo-
cus on cognitive capacities that are strongly rooted in g#re+and-now, which leads cogni-
tivists to believe that this is all these accounts can offaethropological work on language
(e.g., NUfiez and Sweetser, 2006; Lakoff and Johnson,)2fi08athematics (e.g., Lakoff

and Ndfiez, 2000) takes first steps to fill this gap. Howevem the domain of embod-

ied computational modelling, there have been little cdtibns towards explaining such
symbolic cognitive phenomena.

As outlined in Sect. 2.4 below, for the enactive approacis, glap is not a failure but a

challenge. There are no principal limitation, no catalogfiheoretical problems as those
listed for the computational approach earlier on. Instéz&te are horizons towards which
this young paradigm can venture out next. For the presemtoser, it is only important

to point out that, in suggesting that human symbolic reagphias to be a minimal form

of symbolic digital computation, hybrid or ‘on the fence'gitions are not variants of the
enactive paradigm but, if at all, variants of the computadiest paradigm.

2.2.5 Methodological Overlap, Ideology Worlds Apart

From the previous summary, it is easy to understand hownaltiee paradigms can get
shuffled up: the shortcomings they aim to mitigate and théhout they propose overlap
remarkably. However, as concerns the science-theordgasdithings, there are important
differences and even contradictions between all thesaljgans2 Most of them put too
much emphasis on the descriptive formalism, just as cortipntdism does.

Within the described landscape, the approach proposedsitbdiok acknowledges a sub-
stantial methodological overlap, but rejects most of thelajust mentioned. For instance,
even though the work presented uses both ANNs and DST aslftrals, the work should
not be labelled Dynamicist, and even less Connectionistaliee descriptive formalisms

2At least as they are phrased by their most radical proponeratsy researchers applying the mentioned methods
and labelling themselves accordingly are highly respéetgtroduce great contributions and are usually more
modest or less chauvinistic about their choice of method.
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are not central to the underlying enactive paradigm, whmésgar beyond formal issues,
whereas they are at the core of both Connectionism and Dyiiemi As concerns ALife as
a paradignfor Al, the label is appropriate: ALife’s closed-loop modelliqgpeoach is the
way forward for modelling the kinds of phenomena addres$bd.disclaimer to be added
is that ALife as synthetic paradigm is not the same as ALifa aaradignfor cognitive
science Even though the enactive paradigm in cognitive scienceatsgmce for synthetic
methods in which ALife simulation modelling fits, modellingsynthetic recreation are not
central to Enactivism. The following methodological chexiSect. 3.3) elaborates on the
status of formal tools and methods within enactive cogeiswience, which is introduced
in the following section.

2.3 The Enactive Approach

The term ‘enaction’ in the context of cognition is usuallpasiated with the publication
of The Embodied MindVarelaet al, 1991) and the editors, i.e., Francisco Varela, Evan
Thompson and Eleonor Rosch, as key proponents, even thbegietm has been used
in related contexts before (cf. Di Pacdd al., forthcoming, section 2). The research and
method proposed in this book stands very much in the tradiifothe interdisciplinary
research program put forward by (Varetaal, 1991), which may be construed as a kind
of non-reductive naturalism, emphasising the role of endabdxperience, the autonomy
of the cogniser and its relation of co-determination withutorld. In this section, the
interpretation of the enactive approach underlying thiskis outlined. This outline is in
large parts a recapitulation of the positions we put forviai@®i Paoloet al., forthcoming).
As dissatisfaction with the classical computationaliggpggm grows, the term ‘enactive’
gains in popularity. In the light of the paradigmatic confussketched in the previous
Sect. 2.2, there is a clear danger that the enactive appasaeparadigm is watered down,
becomes a meaningless umbrella term or falls victim to eatitradiction. Therefore, the
ideological commitments characterising this approactetiave made explicit. However,
as the enactive approach is still emerging and developtnig,also important to avoid
simplification, reduction and rushed exclusion of pronggioutes towards an open future.
We write

“[...] in trying to answer the question ‘What is enactivisnitds important not to straight-
jacket concepts that may still be partly in development. &gaps may not yet be satis-
factorily closed; some contradictions may or may not be @mpgarent. We should resist
the temptation to decree solutions to these problems sitmabpuse we are dealing with
definitional matters. The usefulness of a research progeaiso lies with its capability to
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grow and improve itself. It can only do so if problems and cadictions are brought to the
centre and we let them do their work. For this, it is importartbe engendering rather than
conclusive, to indicate horizons rather than boundariBs’P@oloet al., forthcoming).

The collection (Stewarét al., forthcoming) in which the cited contribution appears is
an important step towards such an ‘emancipation withoutggsation’. We identify
five central and conceptually intertwined concepts thastitute the core of the theory of
enaction (Varel&t al, 1991; Thompson, 2005), i.e., autonomy, sense-makingrgamnee,
embodiment and experience, five ideas that partially imptheother and that are outlined
in the following.

2.3.1 Autonomy

Being autonomous means to live by your own rules, as the doggmf the term already
suggests (‘auto’ means self and ‘nomos’ means law in GreEg. theory of autopoiesis
(Maturana and Varela, 1980) argues that living organisrasaatonomous because they
constitute and keep building themselves and maintain tteirtity in a variable environ-
ment. This means that, at some level of description, theitiond that sustain any given
process in a network of processes are provided by the operatithe other processes in
the network, and that the result of their global activity isidentifiable unity, as it is best
exemplified by the autonomy of the living cell.

Three things are important to realise about this idea obigichl autonomy.

(1) The recognition of the agent as constructing, orgagjsimaintaining, and regulating
sensorimotor interaction with the world is in direct oppiosi to a representationalist
perspective in which agents mechanically represent arat teaa world with a pre-
given ontology of meaningful objects.

(2) The constraints imposed on self-maintaining proces$édentity generation are of
mechanicahature. Living organisms are bound by the laws of physicghmipossi-
bilities to re-organise themselves and, with them, the avofimeaningful interactions
they bring forth, are open-ended. This open-endednessastitvith explicit design
of adaptive circuits in computationalist approaches,, éngthe discipline of machine
learning. Even if machine learning is a blossoming field as @lsoftware engineer-
ing, such algorithms areinctionallyconstrained by in-built rules.

(3) Against a common prejudice, autonomy does not equateatomal moment to mo-
ment independence from environmental constraints (e grtsBhingeret al, 2008;
Seth, 2007). It means, contrariwise, “being able to set wpways of constraining
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one’s own actions” (Di Paolet al, forthcoming), an idea we elaborated in (Barandi-
aranet al, 2009).

The living cell may be the best example for biological autmypbut, arguably, it is not
the best example for the importance of autonomy in the séiestudy of cognition. The
cognitive capacities of cells, if you want to call them cdiyai at all, are very limited.
How autonomous identity preservation can happen at marsiljesevels, not only on the
metabolic level, is elaborated in Sect. 5.5 of this book,chtdraws on some of Varela’s
conceptual work along similar lines (cf. Varela, 1991, 199&gainst another common
prejudice, the enactive approach is not obsessed withitctegnition; Varela’s late work
was much more centred on the investigation of neuro-cagrétitonomy and human con-
scious cognition (e.g., Varela, 1999; Rodrigwal., 1999), and there are recent and in-
teresting proposals that self-sustaining metabolisnmtigather insufficient to give rise to
mind or intentionality, which instead is postulated to tefnom self-sustaining closure at
the behavioural or neural level (‘Mental Life’; cf. Baraadan, 2007). Such contempla-
tions of neuro-cognitive identity and autonomy are corgimgon the question whether or
not such ‘Mental Life’ could exist without an organismic rakblic substrate, which is an
open research question.

2.3.2 Sense-Making

The concept of sense-making is closely related to the candégutonomy — it emphasises
the constructivist and epistemological component in thectwve approach. In so far, “En-
activism thus differs from other non-representationalwsiesuch as Gibsonian ecological
psychology on this point (Varelet al, 1991, p. 203-4). For the enactivist, sense is not an
invariant present in the environment that must be retriéyedirect (or indirect) means. In-
variants are instead the outcome of the dialogue betweescthee principle of organisms
in action and the dynamics of the environment” (Di Pagli@l., forthcoming).

As John Stewart remarked (in a plenary discussion at ARCORDBordeaux): the prob-
lem with information is not that there is not enough out théine problem is that there is
too much of it. There are infinite, countless invariances tioalld be detected and repre-
sented. Thoseelevantto the cogniser are those that are perceived, and what igargle
depends on the cogniser’s organisation. The formation anteption of concepts, in turn,
can alter the autonomous organisation of the cogniserwd@n lead to the construction of
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new meanings or the destruction of existing meanings. Gogriherefore is dormative
activity, not the extraction of meaning as if this was alreptesent

To realise this constructive role of the cogniser helpss$aih another common accusation,
which is that the enactive approach is non-naturalistiipsistic or denies the existence
of an external world. In the first place, the only thing deni®the observer-independent
existence of meanings and secondary qualities — not theeegis of a universe of mean-
ingless matter, physical constraints and external forc¢siade our control. The notion of
constructivism here adopted is a pragmatic one: how canstremtivist perspective be put
to work to scientifically understand cognition? Furtheictéag question of the ontological
implications of enactivism are not at the centre of this houk are they directly relevant
to how the work presented is to be interpreted.

2.3.3 Emergence

In order to illuminate the concept of emergence, the examillee living cell is recalled.
How do we know the cell is alive? And what exactly is alive? &lproperty of continuous
self-production, renewal and regeneration of a physidatlynded network of molecular
transformations (autopoiesis) is not to be found at anyl leew that of the living cell
itself” (Di Paoloet al,, forthcoming). It seems ill-conceived to call any of the gmment
parts (a protein, the DNA strandstc) alive: these are just physical structures that can be
isolated, the material substrate of the living cell thataastantly changed and renewed. It
is undeniable, however, that the phenomenon of life is dsaseia could be

We can very well scientifically investigate the material stéte of the living, and how it
brings about relational properties such as ‘life’, ‘death*survival’, without ever being
able to (or wishing to) reduce them to the physical substtathe same sense, we can sci-
entifically study the physical processes from which mind ex&ning emerge. The latter
are then not to be reduced to physical components of eitleeaglent or its environment,
but belong to the relational domain established betweetwbe

Thies central concept of emergence is at the root of enastigpticism towards functional
localisation as it is practised in traditional cognitivisgychology, Al and neuroscience.
The problem is not that there would be sufficient evidenceafoprrelation or not. It is

3Some approaches that assume the label ‘enactive’ (e.ge, 2094) seem to downplay/neglect this inherent
meaningfulness of cognition and behavioural processefoand instead on the issue of closed-loop sensorimotor
dynamics. The position put forward in this book, howeveessthis aspect as crucial and follows, in this sense,
the original proposal of the enactive approach in (Vaetlal, 1991).

4Even if this seems to be forgotten by some modern biologist§Stewart, 2004) argues.
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much rather that this kind of reductionist assignment istagmy mistake. This question
is explored further in chapter 5.

2.3.4 Embodiment

Embodimentis a concept widely discussed and valued in tiegrsicience. Therefore, the
argument will not dwell too much on the dated idea that cagmitvas the meat in the
‘classical sandwich’ (Hurley, 1998), squashed betweemtwigible bread of peripheral
sensor and motor systems that generate symbolic représastand execute symbolic
motor outputs.

Instead, the important difference between embodiment aede mhysical existence is
brought to the reader’s attention. “[A] cognitive systeneiisbodied to the extent to which
its activity depends non-trivially on the body. Howeveg thidespread use of the term has
led in some cases to the loss of the original contrast withmgdationalism and even to the
serious consideration of trivial senses of embodiment a® ipleysical presence — in this
view a word-processor running on a computer would be embpdat. Chrisley, 2003)”
(Di Paoloet al, forthcoming). Embodiment is not ‘symbol grounding’ (Hach 1990)
through implementation, an idea that keeps up the Cartasiparation between cognition
and ‘reality’. Much rather, embodiment means that cognittoembodied action, in that
the sensorimotor invariances our body affords in inteaactiith this world constrain and
shape the space of meanings constructed.

2.3.5 Experience

Steve Torrance (personal communication) remarked tharexgce is an ‘embarrassment
for the computationalist approach: a full blown cognitivaschitecture, which supposedly
explains cognition, fails to account for one of the most rarieats of the mental, i.e., what
it feels like. With decades having passed since Behaviautise ‘c-word’ (consciousness)
has become less and less of a taboo even in mainstream geguaigénce. What it feels like
has become one of the most important topics of debate ancbeensy in the philosophy of
mind, where arguments about the ‘explanatory gap’ (Levi®83) and the qualia debate
manifest as the cognitivist variant of the mind-body-pesbl It is important to realise
that the way this debate is led from within the computatimalaradigm is Cartesian (or
closet Cartesian), in that the mental is considered a diffigkind of thing from anything
else (objects, the world, meaning, the brain, represemtziymbol manipulation; anything
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‘real’ and physically explainable) and we are thereforevéth the impossible and artificial
task to re-unite these two things that we tore apart.

The enactive approach does not deny that experience doesamifest itself as physical
objects. But in not being matter, experience is in good compaith other non-material,
non-reducible, but nevertheless real phenomena sucheasnédaning, emotions or inten-
tionality. “[E]xperience in the enactive approach is itténed with being alive and im-
mersed in a world of significance” (Di Paott al., forthcoming), not just as data to be
explained, but as a guiding force in research methodololig i§ not to say that the study
of experience (through scientific or non-scientific meassjat methodologically problem-
atic. Experience is the most difficult factor to incorpornat® a paradigm for the cognitive
sciences. But it surely does not help to pretend experienes dot exis®. Section 3.5
discusses in more detail how experience can be methodalbgitcorporated in cognitive
science, discussing the distinction between first, secoddtdrd person approaches.

A last issue to be clarified is the apparent contradictiowbeh the centrality of the con-
cept of experience in the enactive approach, on the one laawld,on the other hand, its
strong interest in non-human life and cognition and the phyghy of cognition. Through
experience, we know what things mean to us, to our sociastig selves. How can we
say anything meaningful about the meaning space of a diffegecies, with a different or
more primitive organisation, who cannot even linguisticakpress themselves? We can
find the answer in (Jonas, 1966)’s work and (Weber, 2003}sneston of it: the ‘ecstatic’
character of the living allows us to understand, from orgartio organism, what something
means to another subject, not as ‘what it feels like’, fromittside, but as ‘what it means’,
reading the signs.

“[- . .1 the patient who is not anymore able to articulate héfisanimals, even a paramecium
that cramps before it is killed by the picric acid dribbledlanthe cover slip, the saddening
look of a limb plant, the foetus that defends itself with hauashd feet against the doctor’s
instruments — they afpresentthe meaning of what is happening to them” (Weber, 2003,
p. 118)8

5To some people, this is not as bizarre a suggestion as it s&¥msn stating that what | research is the mind,
| encountered several fellow researchers with a strondadeal scientism who have, in response, claimed that
the mind does not exist.

6My translation: “[...] der nicht mehr artikulationsfateigkranke, Tiere, ja sogar das Pantoffeltierchen, das
sich zusammenkrampft, bevor es von der unter das Deckgtegufgten Pikrinsaure getotet wird, der trauig
stimmende Anblick einer welken Pflanze, der Fotus, der geden die Instrumente des Arztes mit Handen und
FuRen wehrt — alleeigendie Bedeutung dessen, was ihnen widerfahrt” (Weber, 200B18).
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2.3.6 The Roots

This brief outline of the enactive approach and its cenwakepts and ideas has made little
reference to the numerous predecessors from many sciatigifiplines or related contem-
porary currents of research. It is important to acknowldtigee sources of inspiration and
explain where the enactive approach comes from.

Maybe the most important predecessor is Maturana and \&oela theory of autopoiesis
(e.g., Maturana and Varela, 1980, 1987). The idea of auésmors the organisation of
the living still plays an important role in the enactive apgeh (previous sections). How-
ever, autopoietic theory is more concerned with theorkgiod epistemological questions,
whereas the enactive approach focuses on scientific peaatid explanation. Also, with
the idea of ‘enaction as embodied action’, the enactive@gyr emphasises the active and
engaging side of knowledge construction, whereas ther@idormulation of autopoietic
theory has sometimes (unjustly) been criticised to endsobpsism or non-naturalism.
There are, of course, also numerous predecessors and gamtmresearchers with large
ideological and methodological overlap among the cousttesticipants in the universal
and millennia old pursuit to explain mind. In section 2 of {oloet al., forthcoming), we
provide a non-exhaustive listing of scientific currentd tiedate to the enactive approach,
featuring, e.g., Piaget's theory of cognitive developméanmugh sensorimotor equilibra-
tion (e.g., Piaget, 1936), the philosophical strands o$texitial phenomenology, conti-
nental biophilosophy and American pragmatism, holistinatpical systems approaches
in neuroscience, cybernetics, ALife researchers in Al aodd®cs,etc. It is important to
realise the cognation between these predecessors aretirafgiroaches and the enactive
approach, not just to get a better impression of what ermadiall about, but also because
the insights and findings resulting from such approachesearsed to enrich and advance
an enactive understanding of the mind. Throughout this bswth related work is referred
to as a complement or source of inspiration.

2.4 Challenges, Criticisms and Simulation Models

As already pointed out in Sect. 2.2.4, there are parts oftemmasm that are still underde-
veloped, areas in which the enactive approach does not Hav@fcontributions yet. In

particular, those are the GOFAI strongholds in which pragts of minimal representa-
tionalist views postulate “representation hungry” (ClatR97) problems that require ex-
plicit symbol manipulation processes for their explanatidlost of these involve higher
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levels of cognitive performance: thinking, imagining, @aging in complex interactions
with others, and so on. As already stated in chapter 1, tlearek described in this book
results from frustration with the apparent incapacity ofifelmethods to address questions
of human level cognition, frustration with the existenceintierdeveloped areas and com-
putationalist strongholds. There is no reason to belieaettie enactive approach is not
able to explain these kinds of phenomena, but as long adsttéado so, sceptics cannot
be hushed. This section outlines how the enactive appraakohgrow in order to invade
such underdeveloped areas.

In (Di Paoloet al,, forthcoming), we argue that “[w]e must not underestimatevalue of

a new framework in allowing us timrmulate the questions in a different vocabulagyen

if satisfactory answers are not yet forthcoming” (Di Paetal., forthcoming). To illus-
trate this point, we give examples from different areas aachfour own modelling work,
including the models here presented in chapters 5 and 6.ripertance of a shift in per-
spective and how simulation models can be a technical aidformulating old questions
is a central issue in this book.

A convenient property of the computationalist paradigmhittas a consequence of the
presumed localisation of function, increasingly sophétd cognitive processes can be
modelled by linearly adding more functional modules and potational complexity to an
ever growing Al model of cognition. This is not the same in @iv& cognitive science.
Global complexity of embodied behaviour sometimes leads&xpected effects of local
changes, which sometimes seem impossible to understarapture. Simple simulation
models can help to make nonlinear interactions intellgiblhe models presented in this
book address five problems in different disciplines and wlifferent levels of sophisti-
cation. Yet all of the models strive for minimalism and at ttajmg the essence of the
behavioural dynamics. This work shows that a com@eplanandundoes not require a
complex model to form part of thexplanans

The choice of problems addressed with the different sirmanaxperiments reflects a per-
sonal journey towards identifying the kinds of questiontwiman level cognition that the
enactive approach is likely to be able to address next. Thisey produced the combi-
nation of methods proposed for the study of perceptual hiehaand experience that this
book proposes. A key component in this set of methods is the & experimental work
in Sensory Substitution/Perceptual Supplementatiortitiea RED in Compiégne use, for
instance, to explain the sensorimotor basis of space gogiltenay, 2003). Space cogni-
tion and perceptual experience of space are rather abstrguitive capacities, unlike the
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kind of low-level processes that sceptics see the enagbipmach confined to. The group
explains plausibly the origin of certain spatial concepid percepts through their minimal
experimental and phenomenological approach. The lateieiation models in this book
model this kind of experimental work (agency detection inplers 6 and 7 and adaptation
to sensory delays in chapter 10). For the study of the senstwr basis of simultaneity
detection and adaptation to sensory delays, the simulat@simplemented alongside the
experimental work during a placement in the group (chaptes® the modelling could
guide the experimental design and data analysis.

This way of pursuing enactive cognitive science is just anan infinite space of future
possibilities. “A proper extension to the enactive apphogrto a solid and mainstream
framework for understanding cognition in all its manifeftas will be a job of many and
lasting for many years. [...] The strength of any scientifiogmsal will eventually be in
how it advances our understanding, be that in the form ofipragility and control, or in
the form of synthetic constructions, models, and techrielofpr coping and interacting
with complex systems, such as education policies, mettarddidgnosis, novel therapies,
etc” (Di Paolo et al,, forthcoming). There are other challenges for the enaetpoach
that will require different methods. This book explores &vdluates the usefulness and
scope of applicability of ER simulation modelling to diféet kinds of such challenges. It
concludes with an interdisciplinary research frameworlstadying the sensorimotor basis
of human perception as a promising route to tackle probleitsiman level cognition,
which is also a step towards invading computationalistgthmlds.
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Chapter 3

Methods and Methodology

As the topic of this book is methodological, this chapterts$sdore piece and contains a
lot of novel material. It presents a methodological framewfor the enactive study of
human perception. Rather than to just iterate proven mestHathe parts of this chapter
are dedicated to science-theoretic and methodologicahaegt, to explain and justify the
methods proposed and to identify their scopes and limitaddehe title: ‘Methods and
Methodology’, rather than just ‘Methods’).

The first Sect. 3.1 ties in with issues already raised in @rdhtabout the implications of
a constructivist-enactivist world view that denies thestxice of an observer-independent
reality for scientific explanation. In a similarly gener&yle, Sect. 3.2 assesses the im-
portance and position of the mathematical language of dicarsystems theory for the
enactive approach. Section 3.3 introduces Evolutionatyoles (ER) simulation models.
It presents technical details of the ER models used for theelting parts of this book
(chapters 4-7 and 10) and discusses their role in scientfitaeation in general. Sec-
tion 3.4 introduces minimalist experimental approachésitman perception, sensorimotor
integration and sensorimotor adaptation, which is in lgrges based on ideas developed
by the CRED group in Compieégne. The experimental parts efstndy of perceived si-
multaneity (chapter 9) were realised in collaboration with CRED group. Also, three of
the simulation models presented (chapters 6, 7 and 10) ateedpo work conducted in
their laboratory. Subjective experience is an absolutetestial but methodologically very
difficult factor in the study of human cognition and percepti In Sect. 3.5, first, second
and third person approaches to the study of experience scasdied. Finally, Sect. 3.6
brings together the methods presented and outlines hovctrelpe applied in mutual ben-
efit, in particular ER simulations, behavioural experinsewith humans and perceptual
judgements as crude indicators of experience.

29
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3.1 The Scientist as Observing Subject

In the enactive view, knowledge is not represented, knogéeid constructed: it is
constructed by an agent through its sensorimotor intenastwith its environment, co-
constructed between and within living species throughrthmsaningful interaction with
each other. In its most abstract and symbolic form, knowdgdgo-constructed between
human individuals in socio-linguistic interactions.

Science is a particular form of social knowledge constamgticharacterised by certain
rules, dogmas, procedures, objectives traluse of formal languages and techniques of
measurementwhich, if applied correctly, give scientific knowledge pssties that make
it somewhat special. Most important for modern human sgcseientific knowledge can
be taken beyond our imagination, following the rules of togind mathematical deduction
and, thereby, allows us to build powerful tools, machined medicines, to perceive and
predict events beyond our immediate cognitive grasp of leegies in the environment,
and also to construct further, even more powerful scienkifiowledge. This practical
power of (some) scientific knowledge, should, however, aduse us to subscribe to some
form of scientism, assigning scientific knowledg@ologicalprivileges and a universality
which it does not deserve. The significance of scientific Kedge always derives from the
context of its generation and from what it means for an irghlial or a group of individuals
(e.g., a society), just like any other form of knowledge, #melmethods of science are not
applicable to just any problem or phenomenon in the worldignee of love, for instance,
will always miss something out, something which musicréitare or folk psychology may
be better able to capture).

In their early work on autopoiesis, cognition and the pites of life, Maturana and Varela
(Maturana and Varela, 1987, 1980) have crucially identidied discussed this status of the
scientist as observer and what it implies for scientific pcacin biology and cognitive
science. Maturana’s statement that “everything said i@ bgian observer” (Maturana,
1978) has become programmatic for the epistemologicaldtod radical constructivism
in the 80s and 90s, and their writings have crucially inflleshmany pioneers of enactive
and proto-enactive approaches in the cognitive sciencebanbalgy (e.g., contributors to
Varelaet al, 1991). The importance of the scientist as subject and véséias been
recognised by many other thinkers inside and outside theteeaommunity (e.g., Bitbol,
2001; Kurthen, 1994).

For cognitive science, the inclusion of the scientist as laseoving subject leads to a sit-
uation where the snake bites its own tail: it applies thesa@ed methods of science to
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explain processes of meaning constructionegolanandunthat subsumes the application
of the rules and methods of science itself. The observingestim a scientific story is
part of bothexplanansandexplanandunat the same time. Therefore, a constructivist and
non-objectivist science makes references to the speciicegses of scientific knowledge
construction where necessary, which, for the researclepted in this book, becomes par-
ticularly relevant in the study of perceived simultaneithdpters 9-11).

An additional problem in cognitive science is that mind andrtion are neither directly
observable nor measurable nor quantifiable, where scienae activity that is largely
about measurements, observations and quantification.st\éhit scientific measurement
of external objects and events is mediated through techggaad our sensorimotor inter-
action with the environment, our knowledge of mental pheaoais direct and subjective,
cognition manifests asxperiencea category not usually considered part of the scientific
program. This is what led Descartes to his dualistic worllwidistinguishing mind, the
res cogitansfrom basically anything else in the world which can ding¢tlke measurable
causal effects in the environment and thus manifest in spacetheres extensaCogni-
tive science thus has the thankless task to explain (amartigst things) thequalitative
dimension of cognition, including the experience of emsicintentions, colours, num-
bers, memories, insights, competencies, communicaticn without actually having the
scientific words to express tlexplanandunin the first place.

The way traditional cognitive science deals with this pewbis, typically, tadefineunmea-
surable mental phenomena in terms of physically measuvablgbles and toeducethem

to physical and quantifiable processes. Prominent exaroptbss practice include:

e The reduction of mind states to physical brain states on #sishof correlated oc-
currence, a practice that is popular with some philosopbermind working in the
gualia debate and on the neural bases of consciousness rno#t consequent and
extreme form, this reductionism results in eliminativisry, Churchland and Church-
land, 1998).

e The functional reduction of cognitive phenomena to physicaeasurable processes
that convincingly appear to bring about that cognitive giveanon in an entity that
is not oneself (Turing-test approaches, after Turing, 1J9&8Qechnique that is more
commonly adopted in the areas of artificial intelligence aagnitive modelling and
underlies (Dennett, 1989)’s ideas on the ‘intentional stan
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The problem with these reductionist approaches is, in delishat by picking an isolated
physical phenomenon and explaining it, you explain theaisol physical phenomena you
pick, but not cognition, mind or subjective experience.

Instead of indulging in ideological quarrels, in the rentgnof this section, it shall be
argued how cognition can be studied scientifically ihama fideenactive way, avoiding
the reductionist practices just mentioned. Firstly, ités@ssary to establish as part of the
scientific explanation how measured empirical findingsteeta experiential phenomena
(Sect. 3.5 discusses the methodological difficulties assmtwith the study of experience
in detail). Instead, reductionists of the localist typentiy a local correlation and presume
that it ‘does’ the mental capacity we are after, taking itafiits physiological, physical and
semantic context (e.g., reducing mental states to bra@eteSecondly, in order to be able
to say something meaningful about functional aspects ofitiog faculties, it is important
to explain the mechanisms that generate it, rather thartquskplain some mechanism
that successfully imitates particular aspects of the dognfaculty under investigation
(reductionism of the functionalist style, Turing-test apgches). We have developed and
discussed this point, focusing on the example of the séiestudy of autonomy in (Rohde
and Stewart, 2008) and the remainder of this section repesiour argument.

The scenario developed by Alan Turing in his 1950 classiepdpomputing machinery
and intelligence’ (Turing, 1950), which he called the ‘iatibn game’ expresses a deep
pessimism towards the possibility to properly scientificatcount for intelligence or cog-
nition. Via a language interface, what is tested is the d@psaxtrick a human being into
thinking that it was interacting with another person, assignthat this capacity would pre-
suppose some form of thinking in the machine. Turing’s oddiformulation of the test
was rather tame, i.e., that towards the end of the 20th cetduaraverage interrogator will
not have more than 70 per cent chance of making the rightiféation after five minutes
of questioning [a computer]” (Turing, 1950) and may evenehapproximately true: there
are programs that use simple techniques (e.g., grammpéttiarn matching, rules to gen-
erate standardised answers to the most commonly askedansest .) that are quite good
at tricking humans into the belief that they are actually ommicating with a cognitive
system with linguistic capacities, even if only for a shottile. The reality of how such
systems are programmed and the kind of mistakes they makeyieo, quickly reveals that
these agents do not actually think or have any grasp of thaimgaf the symbol strings
they produce. The cognitive achievement here is to be at&ibto the programmer, not
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the programs. This is what (Searle, 1980) illustrates ifdrisous ‘Chinese room’ thought
experiment.

As we argue in (Rohde and Stewart, 2008), knowledge aboum#uhanisms that generate
a phenomenon has a tendency to produce such reactions nligsgment, the prime ex-
ample being to know how a conjuring trick works. This knovgedlearly takes away the
excitement about the seeming supernatural powers at wang peofane slight of hand or
visual illusions. But, the important point to realise istthaquaintance with the underly-
ing mechanism does not necessarily lead to disenchant@erthe contrary, sometimes,
knowing how something works can produce the opposite effecexample, a glider in the
game of life does not look any different from a first-genematomputer game sprite if you
just look at it moving around on a two-dimensional grid. Oifilyou learn about the local
cellular automata rules that underlie the emergence otieigliheir simplicity and the fact
that they do in no way directly specify any of the emergentavaur and appearance of
the glider, it turns into a fascinating phenomenon, ancetiigeno ulterior knowledge to be
acquired that could take this fascination away.

Applying these ideas to the study of cognition, our argumenhat learning about the
simple algorithms and rules of symbol manipulation thatgp@about seemingly intelligent
or linguistic behaviour in GOFAI systems can leave behindralar taste of charlatanry
as the revelation of a conjurer’s trick. | have personallgarienced this disappointment
many times with laymen, who have seen robots do impressinggh(such as playing a
violin or taking verbal orders and execute them) in a shortclig, from which naive
spectators conclude that their capacities would generalisther situations that are equally
cognitively complex. When learning about the limitatiorigleese machines, the reaction
is typically disenchantmerit. Figure 3.1 is a toy-illustration of this discrepancy in the
case of ascription of autonomy to robots or living organisigutonomy (or any other
cognitive capacity) is ascribed to a robotic agent usingnd kif Turing-test that relies on
superficial acquaintance in (A), knowledge about the geivermechanisms can lead to a
revision of judgement in (B). In contrast, when studying #htopoietic organisation of a
living organism, acquaintance with the mechanism doessuadlly have this disenchanting

effect.

1A recent example of such typical disenchanting revelatiaran be seen in a demonstration of
Honda’s ASIMO robot in 2006, that has been captured in vided anade available in the internet
(http://iwww.youtube.com/watch?v=VTIVOY5yAww; retried 21.06.2009). In the video, the robot falls down
the stairs and remains lying on the floor, but keeps talkingyranving as if it was still climbing. This clearly
reveals that ASIMO does not understand the meaning of thements or the words it produces.
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Turing-test-style ascription Informed ascription knowing the mechanism

@ % @ \
e % %

Fig. 3.1 lllustration of ascriptional judgements of autonyobased on naive observation (A) and scientific study
of the generative mechanisms (B).

That a mechanism be or be not convincing is by no means samgétitierent or restricted
to living or ALife-style processes. Just as there are mamupely fascinating machines
(such as cars and computers), people can also get disaggeiith processes generated
by living organisms. For instances, there is a tendency tdikeppointed by stigmergic
processes in insects, as the example of the digger wasu¢dist, e.g., in Dennett, 1985)
shows: the wasp appears to have an elaborate plan of cleatimgel it dug before putting
a larvae in it. However, by dislocating its larvae while thasp is inside the tunnel, the
wasp can be trapped in an ‘infinity loop’ of repeatedly chagkwhether the tunnel is
blocked. This reveals that it does not actuadhow thatit is clearing the tunnel, in the
sense of understanding the concept of tunnel clearing, bohmatheknows howo clean
the tunnel, following a sequence of behaviours that argérgd by changes in the envi-
ronment. This behaviour is similar to a computer executimglgorithm and can lead to
disenchantment in the same way — when realising that the-apihaintelligent behaviour
can be brought to break down so easily.

We therefore propose in (Rohde and Stewart, 2008) to sutesttTuring-test style statis-
tical measure of intuitive ascriptional reaction with infeed ascription based on the scien-
tific knowledge about generative mechanisms. This is notap@se a project of defining
cognitive or mental faculties in terms of the physical pmigs of the processes that gener-
ate it or to engage in any other form of reductionist activitys proposing to make use of
the powerful characteristics that scientific knowledge (a@soutlined above) in the larger
endeavour to understand and explain mind and cognitiorgiwikj in the end, what cogni-
tive science is all about. Apart from being more robust atidlske than many other forms
of knowledge, scientific knowledge has the advantage thatsitibject to inter-subjective
debate and agreement, which can resolve controversiesahether or not a mechanism
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Science is a social activity - its outcome is not arbitrary

- = %{:72%} = Not autonomous”

Let's get
this straight...

Fig. 3.2 lllustration of the social dimension of scientificdwledge construction.

‘counts’; “[if] the disagreement remains within the scog@aingle paradigm, the normal
process of Popperian refutation (or not) will lead to pregrelf the disagreement occurs
between incommensurable Kuhnian paradigms, then an etevheubjective choice may
remain” (Rohde and Stewart, 2008, see Fig. 3.2).

A criticism that this argument has stipulated repeatedipérsonal communication) is that
the knowledge about generative mechanisms could equallype/eubstituted for by a per-
fect and complete description of the surface behaviour, i@v inputs and outputs relate
over time), without any direct knowledge of the generativechanisms. Supposedly, this
‘LaPlacian Demon’ type knowledge would be as powerful abmsiidentifying autonomy
as the scientific study of the generative mechanisms. Witeeen entering into a meta-
physical quarrel whether or not this is strictly true in angipled way, this argument can
be easily put to rest with epistemic arguments. Apart froeftict that for most real-life
complex entities (and in particular living organisms), lama would be incapable of grasp-
ing the entirety of their sensorimotor couplings at once emadfidently judge about their
properties as a whole, the question to ask is one of parsimshy bother with such an
extensive project, if we can as well study the generativelraeisms?

3.2 Dynamical Systems Theory

3.2.1 Definition

In this section, some of the key terms and definitions in Dyicah®ystems Theory (DST)
are introduced that are referred to repeatedly througlmisibbok. Readers without train-
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ing in formal languages who may find this section (or othenfalitechnical parts of this
book) difficult to understand are encouraged to skim thisiaec From the natural lan-
guage parts of this section, the core ideas and conceptstEbB&uld become sufficiently
clear to follow the main points made in this book. The defims here used stem from the
following sources: (Strogatz, 1994; Rohde, 2003; Ross4198

A statex of a dynamical system is a set of system quantities that allive complete
description of the system’s development across time. Fiynaastate is a variable assign-
ment to a set of variables (state variables) of a dynamicstkgy. In a dynamical system
that models a real world system, the state variables carnesfp measurable quantities.
Apart from state variables, a system can have control passjevhich can change on a
slower time-scale than the state variables. Their changatiaccounted for in the descrip-
tion of the system: control parameters define a parametesseof different dynamical
systems.

Dynamical systems can either be given as a set of diffeledizations (time-continuous)
or as a set of difference equations (iterated maps; timeretis). In the work presented in
this book, the dynamical systems investigated are difteakequations, even if they are
investigated discretised in computer simulation (seeviaelo

Details of different types of differential equations (ardry, partial, stochastic, ...) and
their formal properties are not relevant here (see (Stmd®94) for an accessible intro-
duction). The only important concepts to be briefly discdsse the distinction between
linear and nonlineadynamical systems and the notion ofattractor.

A linear dynamical system is basically a dynamical systemtiich the behaviour of the
whole system is equal to the sum of the behaviours of its p@His is in accordance with
the general definition of a linear function in mathematicsotder for a differential equa-
tion to be linear, the terms that describe the change of #ite sariables must, therefore,
not contain any nonlinear functions of state variableshaagpower functions, products,
trigonometric functionsgtc. If they do, the differential equation is nonlinear. In a rinabr
dynamical system, the behaviour of the entire system camaonderstood from looking
at the behaviour of its part in isolation because, once mddggether, their behaviour can
be entirely different than we would expect it from a lineastgyn. The claim underly-
ing dynamical and situated approaches is that cognitiorligimgy organisms rely heavily
on nonlinear dynamics (both inside the nervous system, am#yody-interaction and in
closed-loop interaction with the environment). Such nuedir phenomena are method-
ologically difficult, as they have to be studied in the hatistontext of embodied action.
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Open-loop and localist approaches are unable to captutre sudinear phenomena, as
they investigate the behaviour of isolated structuresliaitly presuming that putting the
parts together will explain the behaviour of the entire sysas if it were linear.

The mathematical tools for the analytical computation amalyssis of nonlinear differen-
tial equations are not yet very advanced and those that exjsire strong formal skills.
Therefore, computer simulations are important in the stfdlynamical systems — even if
we cannot formally solve a system of differential equatjoms can investigate how it be-
haves in different settings by simulating it and lookingtgabiehaviour. In order to simulate
time-continuous dynamical systems in digital computensation, the differential equa-
tions have to be discretised using numerical methods. Therammerical method used
for the work presented in this book is the forward Euler mdtidnich approximates the
change in state of a differential equatiaft) = f(t,x(t)) after a time step of lengthas

X(t+h) = x(t) + hf(t,x(t)) (3.2)

Among the interesting properties of dynamical systems drat\s calledattractors Ac-
cording to Strogatz, “there is still disagreement abouttwha exact definition [of an at-
tractor] should be” (Strogatz, 1994, p. 324). He defines tiacbr as a closed set of states
Athat isinvariant, attracts an open set of neighbouring initial ctitonsand isminimal
‘Invariant’ means here that any trajectory that starté.iands inA. Invariant sets can be
fixed points A = {x*} with f(x*) = 0), limit cycles (circular orbits irA), quasi-periodic
(non-circular orbits on the surfadeof a torus) or strange (chaotic, fractal) sets. The latter
“exhibit sensitive dependence on initial conditions” (®fatz, 1994, p. 235). This means
that trajectories within a chaotic attractyeven if they start at states that are very close,
will describe very different orbits withi®\. Whilst fixed points can also exist in linear
dynamical systems, limit cycles, quasi-periodic and gfeafthaotic, fractal) attractors ex-
clusively occur in nonlinear dynamical systems.

The set of initial states attractedAds called thebasin of attraction Bf an attractor, where

B containsA. The basin of attraction is characterised by the fact tretthtance fronx(t)

to Atends to 0 as — . An invariant set without a neighbouring basin of attracti® not

an attractor. Such invariant sets arestableor — in rare cases semi-stable

Minimalism means here simply that there is not a subsétfof which the same properties
(invariance, asymptotic stability) hold.

An orbit within the basin of attraction of an attractor thaheerges towards the invariant
setis called @ransient A system is globally stable if all system states convergegimgle
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attractor, it is multi-stable if it has more than one attoactA convergent (dynamically
trivial) dynamical system is one that has only fixed pointzattors.

A dynamical system is called an open system if it interacth Wie environment; other-
wise, it is called a closed system. Any particular dynamsyattem is characterised by a
fixed attractor landscape However, parameter changes can change attractor laretscap
both quantitatively (i.e., location of attractor and basirstate space) and qualitatively
(i.e., topology of attractor landscap®jfurcation theonyis the branch of mathematics that
describes how attractor landscapes in dynamical systearggehwith gradual changes in
control parameters. Such reshaping of attractor topolagybe complex and nonlinear in
itself.

3.2.2 The Explanatory Role of DST

Being based on the ‘Mind as Machine’ metaphor, traditior@ritive science centres
around a mathematical formalism, i.e., the Turing machimg@mata theory/formal logic
as the fundament on which to build a unified interdiscip§nsgience of mind. Some ap-
proaches that are critical of classical computationalisith question the central role of
this metaphor have tried to put other formal languages iplése, such as Connectionism
proposing ANNs and Dynamicism proposing DST (cf. previobapter, Sect. 2.2). (van
Gelder, 1998)’s proposal of the ‘dynamical hypothesis igritive science’ distinguishes
thenature hypothesiand theknowledge hypothesfgan Gelder, 1998) as two sides of the
same coin. The nature hypothesis is the hypothesis thatigzbagnitive about a cognitive
systems is fully captured by an abstract formal descriptidts behavioural and brain dy-
namics, i.e., ifs this dynamical system, which can, in principle, be variab$tantiated in
material terms. The knowledge hypothesis is that a cognfiisstem is best studied with
DST as formal tool.

The dynamical turn in cognitive science has gained in impeaet the last years (e.g., Beer,
2000; Port and van Gelder, 1995; Thelen and Smith, 1994)ed&ekers identifying with
Dynamicism work in areas as different as linguistics, pblggy, cognitive psychology,
developmental psychology, cognitive neuroscierate, Broadly speaking, the enactive
approach can be seen as forming part of this dynamical tuem ghough its core assump-
tions are not identical (cf. chapter 2). This differencesinet entail a reservation: nearly
all the work done under this label is thrilling, even from araetive point of view. How-
ever, in contrast to van Gelder’s dynamical hypothesisefarctivism, DST is not seen as a
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privileged formalism, but just a very suitable languageféomalising the material aspects
involved in cognition.

The reason why DST is so important for enactive cognitiversog is the same reasons
that assigns DST an important role in all natural scienaed i particular in physics. As
developed in chapter 2, the enactive approach investiglademutual links between the
material mechanistic level and the behavioural, cognéive relational level. Enactivism
is interested in the origins, adaptive changes and the arante of invariant emergent
structures. Such self-organisation is an inherently dyoahphenomenon. DST, as the
language of physics, serves to describe the evolution of @enituation over time, in-
cluding an agent, its body, its environment and its brainoriher to describe and model
embodied and embedded agents in a way that minimises prsormgsions about how
structure relates to function, DST as a descriptive forsnalhas a clear competitive edge
because of its capacity to describe physical processesiergle For the description and
study of the mechanistic or physical level without buildingrejudices about functionality
of structure, DST suggests itself. From this, it does ndbfethat other formalisms (such
as automata theory, information theory, game theory, .annot be equally useful for any
particular research question.

3.3 Simulation Models, Evolutionary Robotics and CTRNN Cotrollers

3.3.1 Evolutionary Robotics Simulations

Evolutionary Robotics (ER) is a “technique for the automatieation of autonomous
robots [...] inspired by the [D]arwinian principle of sefee reproduction of the fittest”
(Nolfi and Floreano, 2000, preface). In this approach, sospedcts of the robot’s or sim-
ulated agent’s architecture are specified, but others atertspecified. These are left to
be determined in an automated way by an evolutionary sedgohnitam, according to the
optimisation of an abstract performance measure calletfithess function’ (see Fig. 3.3
for an illustration of the process).

There are studies in ER that test fitness in real-time realelwobot experiments. The ER
models presented in this book, by contrast, have been evotv&mulation, which is the
more common approach. The parameters evolved are the pararotthe neural network
controller, but, in principle, many parameters, includingrphology, sensory equipment
or initial conditions can be evolved. This section des@ithee algorithm and techniques
that are common to the different models presented in thik tmantrol network, parameter
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Fig. 3.3 lllustration of the evolutionary cycle in ER.

ranges, genetic algorithnetc). This section, again, is rather technical and may contain
details that are not strictly relevant to a reader who is aoeoned with formal models or
unfamiliar with technical jargon. Such readers are invitedhove on to the next section,
even though, in order to understand the research presentad book, it is essential to get
at least a rudimentary idea of the technique of ER (i.e., ttewstand Fig. 3.3).

In each of the modelling chapters 4, 5, 6, 7 and 10, more teahdetails are provided
that are specific to the model. In some of the models, therdeuiations from the general
principles described here. These deviations are pointedithin the modelling section of
the respective chapter.

3.3.1.1 Continuous-Time Recurrent Neural Networks (CTRNNSs)

A method used and promoted by Beer is the use of a particutaonietype for ER neural
control, i.e., Continuous Time Recurrent Neural Networ®RNNS, e.g., Beer, 1995).
Even though the dynamical properties of CTRNNs can be seddeatisations of real
neural dynamics, CTRNNSs are not used in direct analogighéoorain or brain areas here.
Beer advocates this type of controller because “(1) thepayeably the simplest nonlinear,
continuous dynamical neural network model; (2) despit@ gimplicity, they are universal
dynamics approximators in the sense that, for any finiteniateof time, CTRNNs can
approximate the trajectories of any smooth dynamical sysie a compact subset &"
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arbitrarily well” (Beer, 1995, p. 2f). Furthermore, theyearery suitable for evolutionary
approaches because of their interesting convergencerntiespe even very small networks
can exhibit multi-stable, oscillatory or chaotic behavi(Beer, 1995, 2006).

The network structure employed in most models in this boakpartially layered control
network in which a layer of input neurons projects onto a tayfefully connected inter-
neurons which, again, projects onto a layer of output nesirddowever, in individual
models this structure is modified, as indicated locally.

The dynamics of neurons in a CTRNN is governed by

da (t) X
Ty = —a)+ 3 cijwijo(@;(t)+6) +hi(t) (3.2)
=1
whereo(x) is the standard sigmoidal function:
1
o(x) = T+e (3.3)

Other variables area(t) is the activation of unit at timet, 6 is a bias termyg; is the
activity decay constant ang; is the strength of a connection from ugjito uniti. The

n x nconnectivity matrixC with ¢;; € {0, 1} specifies the existence of synaptic connections
between neurons. In some simulations, the network stracdwevolved, including the con-
nectivity matrixC (see network structure specification in local method sasjioln most
models, however, a partial layering of the control CTRNNn®liemented, where input
neurons do not have incoming connections from within thevagk, input neurons cannot
project directly to output neurons and output neurons dohawe outgoing connections
back into the network.

The biological analogy of CTRNNSs frequently adopted is #aaepresents the membrane
potential, 7 the membrane time constart,the resting potentiaky(x) the firing rate wij
the strength of synaptic connections between neurong;aretwork-external inputs im-
pacting on membrane potential. As stated above, this hicdbmterpretation of CTRNN
dynamics is not relevant to the modelling approach takee.hér order to cache in on
the biological plausibility, real neural structures andhigectivity patterns would have to
be modelled. Instead, the ‘robot brains’ modelled here Hess than ten neurons as a
whole. The CTRNN controllers represent neural dynamicsrmoae abstract sense: they
link sensation and motion quickly and can transform pagteristimulation nonlinearly
in very diverse ways over time, which can lead to the emeng@fdnteresting dynami-
cal structures. Effectively, many of the evolved contnalldiscussed in this book rely on
circuits that could even have implemented in linear systdmsause the interesting dy-
namical phenomena emerge from the closed-loop intergatiohdirectly from complex
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neural dynamics. The benefit of using CTRNNS is that, if neass it still is possible for
more complex dynamical structures to evolve (such as theahescillator for arm control
discussed in chapter 7). Therefore, the implementatioass biased with respect to the
guestion whether a control system should be linear or neatirboth can evolve.
CTRNNSs are actually continuous dynamical systems, buttadsdsbefore, they are simu-
lated using the Euler method (Eqg. (3.1)). Applying the Entethod to the above Eq. (3.2),
the following approximation yields:

N
aj(t+h)=a(t)+ ?(—a@(t) + lei,— a(aj(t)+6)) +1i(t)) (3.4)
i =

In order for this equation to approximate CTRNN dynamicéisiitly closely, ther; have

to be sulfficiently large compared to the time-sgfin most modelsh = 1). In the models
here presented, the minimal rati@rset as parameter boundary is 10 but in most models,
it is larger than that. In several models (chapters 6, 7 andsEdisory delayd have been
used, i.e., sensory inputs were held ddime units before they were fed into the network.

3.3.1.2 Simulation

CTRNNSs are used to model the internal dynamics of the evahgght controllers. The
emphasis of ER is, however, on thlwsed loopmodelling, i.e., a whole situation is mod-
elled, not just input-output mappings or decoupled newmabdhics. In a diagram that Beer
frequently employs to illustrate this idea (Fig. 3.4), thERINN dynamics can be seen as
the dynamics in the innermost box (NS). In order to implentkeatexternal closure of the
sensorimotor loop, i.e., how an agent’s actions in the wionjgact dynamically on its sen-
sations, the body (middle box) and the environment (outstrhox) have to be modelled
as well.

In the ER models presented in this book, agent bodies masifaply as functions trans-
forming particular environmental variables into neurgluts and neural outputs into ve-
locity or force vectors (e.g., wheel velocity, angular foielocity, directional velocity, .. .).
These functions usually involve sensory gafasand a motor gainblg to scale inputs and
outputs appropriately as they are fed in or read out of thwarét These gains are the only
bodily parameters that are evolved rather than fixed.

The outermost box in Beer’s diagram (Fig. 3.4) is simulatedaavirtual space of some
kind in which the state and location of agents and possiltiereal objects are stored and
updated, interpreting force and velocity vectors resglfirom previous world states and
CTRNN outputs. The same time scale is used for both neuraawvidbnmental dynamics,
which are updated at the same frequency.
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Fig. 3.4 lllustration of brain-body-environment interiact, inspired by Beer (e.g., Beer, 2003).

3.3.1.3 Genetic Algorithm

A genetic algorithm (GA, Holland, 1975) is an optimisati@asch algorithm for a param-
eter configuration that performs a heuristic search on thenpeter space inspired by the
Darwininian principles of heredity, mutation and naturelestion that is similar to hill
climbing search (but more random).

The search algorithm used in this book is a simple generti®@A. This means that for
a fixed number of generations (typically one or several thnds), a sep of individuals
(Ip| = 30 in this book) is used to generate a new generation of eqaeadad is then fully
replaced. For each individuale p, a parent is selected with uniform probability from
the 1/3 best individuals from the previous generation accordinthé fitness measufe
(i.e., truncation selection). Non-sexual reproductios waplemented, i.e., an individual's
genotype is a mutated clone of the single parent’s genotgpaes are real-valued|0, 1]
and vector mutation (e.g., Beer, 1996) is used as mutatigpedator. This means that
the genotype is mutated by adding a random vector of magnitfthagnitude Poisson
distributed) in then-dimensional genotype space to the genome. If mutation afreeg
exceeds the gene boundary, ité$lected i.e., the amount by which the gene boundary is
exceeded is subtracted from the gene boundary to yield thegagre value.

Genes are interpreted as network parameter§, andwjj and asSs andMg. The pa-
rameter ranges vary between simulations and are specitietiyloTypically,w;; € [—8,8],

6 € [—3,3], and these values are mapped linearly to the specified tangge. The min-
imal value fort; is ca.20h and the maximum value far is in the order of magnitude of
the duration of a trial or a meaningful action in the tabks, S andt; are mapped expo-
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nentially to their target ranges, which means that the imaividual differences that the
GA works on are more fine grained for small value$/kf, Ss andt; than for large values
of Mg, Ss and 1. In some cases, network structure was also modelled, eeggwere
interpreted using step functions to determine the exist@ficsynaptic connectiors; or,

in some cases, for the existence of inter-neurpns

Typically, fitness evaluation is computed from several exabn runs. In the models here
presented, fitness was either averaged from several trials exponentially weighted fit-
ness average was used such thatfevaluations

n

Fi)= Y (Fj(i)-Z“l)-z(—:le)) (3.5)

=1

whereF;(i) gives the fitness on thi€ worst evaluation trial for individual This evaluation
technique gives more weight to worse evaluations and tlyabards the generalisation
capacity of the evolved agents. This means that it helpsdaatat evolutionary search
gets stuck in a locally optimal trivial solution that stabfields a high score for some
parameters of the task. At the same time, it rewards the gwolof such locally optimal
behaviour as compared to no sensible behaviour at all, Bygating some fitness for
solving parts of the problem.

3.3.2 Simulation Models as Scientific Tools

After explaining what ER simulations are and specifying thehnical details of the ER
simulation models presented in this book, it will now be disged what their contribution
to science consists in, preparing for an adequate evatuafithe work with respect to the
methodological theme of the book.

Many ALife and ER simulation models are different from thpital formal or simulation
models in other scientific disciplines, such as theorefitsisics, biology or sociology.
The function of scientific models is, typically, to fit and ddbe an empirically gathered
data set, thereby generalising its structural propertidgmedicting future measurements.
ALife modelling is a moregenerativemodelling approach. In clarifying this assertion,
some of the arguments and positions presented in (Rohde tamdu$ 2008; Di Paolo
et al, 2008; Beer, 1996; Di Paolet al,, 2000; Harveyet al,, 2005) are reproduced here.
(Di Paoloet al., 2000) argue that ALife simulation models are to be undexsts ‘opaque
thought experiments’

“[...] itis reasonable to understand the use of computeukitions as a kind of thought
experimentation: by using the relationships between pattan the simulation to explore
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the relationships between the theoretical terms correipgrio analogous natural patterns”
(Di Paoloet al., 2000).

Simulation models are guaranteed to only produce phenothamdogically result from
the premises built into the model as there are no possibdyfaring external variables as
in complex real-world science. Thereby, they can genenatefp of concept of the kind
of processes that can produce a certain kind of phenomerdgr gertain circumstances
— or not. (Braitenberg, 1984)’'s work on fictiondthiclescan be seen as a paradigmatic
example of this kind of generative modelling approach ancdgcessor of and inspiration
for ALife simulation modelling.

However, an important novelty is that through the use oftdigiomputer technology, sim-
ulation models can go beyond human cognitive limits or mejes. How dynamical sys-
tems, in particular nonlinear dynamical systems evolvdriretis extremely difficult to
grasp and intuit without the help of computer simulationgyd®dd example is (Hinton and
Nowlan, 1987)’s simulation model of the Baldwin effect iroéstionary biology. Broadly,
the Baldwin effect refers to facilitated integration of aloigical trait into the genome by
ability to learn that trait in previous generations. The hedsm had been proposed but not
credited because, at first glance, it appeared to proposatcaianism (i.e., direct integra-
tion of acquired skills into the genome). Only with the hef@aimulation model, it could
be established beyond doubt that lifetime adaptation cdrihes evolution of biological
traits within a Darwinian framework. “A proposed mechanirat had not been perceived
as convincing because it was counterintuitive and difficultinderstand had been made
credible with the help of a computational model” (Rohde ateiv@rt, 2008). As a result
of this conceptual contribution, the Baldwin effect hasdrae a widely acknowledged
concept in evolutionary theory.

This power of simulation models to counter our intuitionsl @o beyond our imagination,
at the same time, makes them more difficult to work with thamthair’ thought experi-
ments. This is where the ‘opacity’ comes in: “Due to their lax@tory opacity, computer
simulations must be observed and systematically exploeddré they are understood”
(Di Paoloet al, 2000). After producing a simulation result, a ‘pseudo-eiogl’ inves-
tigation of the simulation follows, in order to understamadi@xplain how exactly it works.
Different variables are monitored over time and parametadsconditions are modified in
order to discover the systematicities governing the sitiaria Such exploration is, in a
way, similar to hands-on scientific work, but has the benk#ét theexplanandunis fully
controllable, simpler, fully accessible and experimemgseasily reproducible. Therefore,
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it is easier to derive general principles and formal rulegegoing the simulation dynamics,
insights that can then be fed back into the original scientéimmunity to inform theory
building.

(Harveyet al,, 2005) elaborate on the scientific function of ER simulatioodels in cog-
nitive science, using examples from ER simulation reseandiomeostatic adaptation, the
origins of learning and sensorimotor development. As irtgodrfeatures of ER simula-
tions, they identify theninimisation of complexity and prior modelling assumpsidn the
light of the frequent criticism of ALife modelling that it @ifficult to conceive how it would
scale up (e.g., Kirsh, 1991), it may seem surprising thatrmalism is perceived as a merit.
Many Al modelling approaches aim at approximating humareat brain complexity as
closely as possible (e.g., Markram, 2006). The problem thih kind of approach is that
quickly the model becomes as opaque as the original pheraimerhilst not generating
useful generalisations or abstractions.

One of the most passionate proponents of a minimal modediipgoach is (Beer, 1996).
When dealing with complex dynamics, even systems that segynsiumple at first glance
can generate surprisingly complex behaviour (e.g., Be@0321995). Beer argues that,
therefore, dynamical principles should first be properlglgsed and understood in the
most simple and abstracted case, to get intuitions aboutitiieof dynamical phenom-
ena that exist in sensorimotor interaction, develop towmlsttidy them and then build up
complexity gradually. He talks about minimal simulationahets as ‘frictionless brains’ in
analogy to Galileo’s ‘frictionless planes’ (Beer, 2003athllow us to do the mental gym-
nastics to build intuitions, form concepts and hypothegsesrder to ultimately advance
with real world scientific work and explanation.

AlLife simulation modelling is different from and goes beyldormal description and fitting
of an empirically gathered data set because its results are conceptual and abstract than
guantitative predictions and impact on theory building & as the scientific practices of
designing experiments and interpreting data. (Webb, 2§083tions the scientific value of
such merely conceptual models. Even though she is rightiimtipg out that ALife, as a
field, is not sufficiently concerned with establishing thik§ between the models generated
and real existing organisms, it is important to see thatafgrparticular model, a biological
grounding of simulation results is natpriori necessary in order for the model to be scien-
tifically valuable. For instance, she targets (Beer, 2603)del of a simple agent solving
a categorical perception task by means of dynamically malgadhe attractor landscape of
the agent-environment system through dynamical intaractiith the environment. This
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beautiful and simple model has provided an important prdafamcept of this kind of
dynamical process and has, thereby, directly inspired afideinced more applied work
(noticeably, the models presented in chapters 6 and 7 obthik; see also the critical
replies published alongside the (Webb, 2009) target artintluding (Rohde, 2009)). An
important point to make is that the generative modelling leagised in this section does in
no way contradict, exclude or oppose the possibility of dpfige data-driven modelling.
We identify descriptive and generative modelling in psyoly as “two poles [...] [that]
define a continuum of dynamical approaches” (Di Paatlal., 2008).

As concerns the models presented in this book, they can Ineaseexamples for differ-
ent roles that ER simulation models can play in scientifitvagt The models of syner-
gies (chapter 4) and of value system architectures (ch&psee predominantly generative
models in the ‘opaque thought experiment’ sense outlined@bT hey strongly idealise the
original phenomenon observed. The model of synergies {ehdpmainly cashes out the
capacity of simulation models to exceed our cognitive gEsponlinear dynamics, in or-
der to verify theoretical concepts, generate new hypotese suggest further experiments
to empirical researchers. As such, it serves as a suppoctste for empirical scientific
practice. The model of value system architectures (ch&)tem the other hand, exploits
pre-dominantly the fact that simulation models can takeay®hd our intuitions, illustrate
inconsistencies in conceptual arguments and point outigitiplheld prior assumptions,
which is more relevant to philosophical debate and theoildimg than to hands-on ex-
perimental practice. The models of perceptual crossingfir 6 and 7) and adaptation
to sensory delays (chapter 10) also have descriptive elsmEhis is possible because the
experimental work modelled follows a similar minimalisesmgla, which means that the vir-
tual environments in which humans are tested are the sanguadent to those in which
agents are evolved. This allows stronger analogies (seaeBébelow). Even though they
also generate proofs of concept and counterintuitive iisjgsome direct and quantifiable
predictions or measures for gathered data and future erpets result from these models.
This use of ER simulation models tries to get the best of baiHds by generating con-
crete predictions like ‘ordinary’ models, as well as to cimtte to the philosophical debate
which surrounds the perception research modelled (se&als0 3.6).

3.4 Sensory Substitution and Sensorimotor Recalibration

This section introduces a line of research called ‘sensabgtiution’ (Bach-y Riteet al,
2003) and addresses how it relates to more general resegoendeptual learning or sen-
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sorimotor recalibration. The approach has been termedeptnal supplementation’ (PS)
by the CRED group at the Technological University of Congpie, who have generated
useful conceptual contributions identifying its potelgjaut also the limitations of this
kind of approach (Lenagt al,, 2003). The simulations presented in chapters 6, 7 and 10
model results from this strand of experimental researchciiaghter 9 presents empirical
results using the kind of technique described.

In 1963, Bach-y-Ritaet al. have started a research program of building prosthetic de-
vices for blind people that allow for substitution of aspeof their visual sense, with
tactile signals representing visual information (Tactlisual Sensory Substitution, TVSS;
e.g., Bach-y Riteet al,, 1969, 2003). Equipped with a head-mounted camera thatsrela
pixeled images to arrays of tactile stimulators (on theybehe fingertip, the back, the
tongue,...), congenitally blind people can be trained tdgue tasks that are normally
considered visual tasks, such as face recognition, cachipall (which requires ‘hand-
eye-coordination’), or recognising shapes. Bach-y-Réassthis technology as a direct
extension of the principle of a blind person’s cane: evemdfiothe cane produces tactile
stimulation of the palm of the hand, blind people use it tacpie objects at a distance.
As they get used to navigating with a cane, the automatedisgagovements and the
vibrations in the palm of the hand that holds the cane disapfpem their conscious ex-
perience and, instead, blind people perceive externattyjsuch as steps, doors, puddles,
etc. In a similar way, when trained with the TVSS, subjects emplisypal language to
express their experiences, and optical illusions have begmduced in subjects trained
with the TVSS (Bach-y Rit&t al, 2003). This fascinating research program, which over
the years has been applied also to other sensory disabflitiest noticeably, equilibrial
disabilities) continues vividly despite Prof. Bach-y-&itrecent lamentable death, in his
own department and in other groups, who have taken up theaiutauilt similar devices.
Different teams also explore other sensory channels, siteaauditory to visual sensory
substitution in the vOICe system (Ameeli al, 2007), showing that the principles of this
kind of sensorimotor adaptation hold more generally. Thetsensory substitution’ has
become the label for technology that records signals aassativith one sensory modality
and, through the use of technology, transforms it to stiteulaon-invasively, sensors of
another sensory modality (Lenayal., 2003).

Apart from its practical prosthetic use to improve the lieépeople with sensory disabili-
ties, the fact that this technology works the way it works esait a rich tool for the study
of the nature and sensorimotor origins of human perceptyadrgence. As Hurley and
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Noé remark, in TVSS “the qualitative expression of somassry cortex after adaptation
appears to change intermodally, to take on aspects of thahdbaracter of normal qual-
itative expressions of visual cortex” (Hurley and Nog, 200This fact seems difficult to
reconcile with the reductionist ideas of functionally d=mdied brain areas whose activation
is the physical correlate of experiences of a certain modality. It thus gives evidence
for their “dynamical sensorimotor hypothesis” accordiaguhich “changes in qualitative
expression are to be explained not just in terms of the pti@sesf sensory inputs and of
the brain region that receives them, but in terms of dynarattepns of interdependence
between sensory stimulation and embodied activity” (Hualed Nog, 2003).

While the second part of their argument (i.e., that changegualitative experience are
to be explained as well in terms of dynamical patterns of @@m®tor interdependence)
is in agreement with the enactive approach as it is propaséus book, the first part of
their argument (i.e., that there is an intermodal transfexperience and that information
received by tactile sensors has visual qualities) is ndy fidnceptually sound. This way
of thinking bears some remnants of a cognitivist world viaewhat it presumes experience
to come in one of five (or so) pre-defined modal flavours andttieste get swapped over
when training with sensory substitution devices.

(Lenayet al., 2003) criticise the term ‘sensory substitution’ for thesciébed technology
as “misleading and in many ways unfortunate” (Lemayl., 2003). Under close concep-
tual scrutiny, it becomes clear that a) what people with @gndisabilities gain from this
technology are not senses (i.e., receptors), but new pewdegualities and that b) there
is no substitution of the absent sense but rather an augtimmta supplementation of
the perceptual world. Thus, what can be observed is much mtaeesting than simple
substitution of missing sensors. ‘Real’ sensory subgtitu¢e.g., cochlear or retinal im-
plants) have received much less attention in cognitivenseiditerature because they lack
the following characteristic:

“These tools [sensory substitution devices] make it pdedib follow with precision the
constitution of a new sensory modality in the adult. In martr, by providing the means
to observe and reproduce the genesis of intentionality,dansciousness of something as
external (the ‘appearance’ of a phenomenon in a spatiakpéve field), these tools make
it possible to conduct experimental studies in an area lysuadtricted to philosophical
speculation” (Lenagt al., 2003).

(Lenay et al, 2003) propose, therefore, to use the term ‘perceptual lsogmtation’
(suppkance perceptiyerather than ‘sensory substitution’. Bach-y-Rita ackreniges a
similar conceptual limitation of the term when remarkingttthe applications for this tech-
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nology are open-ended and “could be considered to be a fosengry augmentation (i.e.,
addition of information to an existing sensory channel)a¢B-y Ritaet al,, 2003) rather
than just a substitution, a proposal that explicitly unigsr{Nagelet al,, 2005)’s research
on human adaptation to an artificial compass sense.

Taking sensorimotor theories of perception seriously méaxet rid of the obsession with
sensory channels. It can only sensibly be asserted tha #rerthree senses (chemical,
mechanical and thermal) or otherwise, it has to be acceptadhere are infinitely many
senses. This is not to deny that certain classes of expitignglities are associated with
certain classes of perceptual activity or certain sendorany one case, the dependence
on the physiology of certain organs can be very strong (semse of pitch) or very weak
(e.g., sense of simultaneity). It is just the applicatiothaf idea that outside the cognitivist
premise, na priori link between the mechanical level (types of receptors,alg@athways,
cortical areas) and the functional/meaning level (infigitaany senses, such as sense of
colour, direction, shape, posture, time .. .) can be predu®ech differences in quality are
part of theexplanandunand should thus not be evoked, without justification to foiamt p
of theexplanansMost (if not all) modalities are multisensory in the serfsa they involve
sensation and motion, and, thereby require integratioh@kinaesthetic sense (Gapenne,
forthcoming).

The term ‘sensory substitution’ and its interpretationtia titerature has led to misunder-
standing and antagonistic reactions. (Prinz, 2006)'&atitesponse to (Noé&, 2004)’s book
‘Action in Perception’ exemplifies such unfortunate misersfandings: Prinz writes that,
in order for TVSS systems to provide evidence for enactieeties of perception, it must
be shown that “experience of using the apparatus is likewjsind [. . .] that it takes on this
visual quality in virtue of the fact that subject learn to@sate its inputs with the kinds of
motor responses that are usually reserved for vision” gFPAA06). Prinz accepts evidence
for the latter condition but “seriously doubt[s] that thessdojects experience anything vi-
sual” (Prinz, 2006), pointing out that experience of disthjects through tactile sensors
forms part of our natural perceptual experience alreadsh s1$ “when we tap an object
with a cane we feel its shape and texture; when we drive, wedteesurface of the road”
(Prinz, 2006). Prinz’ observations are fully in line withetipositions argued by (Bach-y
Ritaet al, 2003) and (Lenagt al,, 2003), who explicitly draw the connection between the
technology they employ and more rudimentary devices suehbéiad person’s cane. This
veridical observation, however, does not “[put] the BrakasEnactive Perception” (title
of Prinz, 2006) but much rather puts the brakes on the slighttleading interpretation
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of sensory substitution technology that Noé providesnéerpretation that is suggested by
the misleading label ‘sensory substitution’.

The question is then: how can perceptual supplementati®phi{€ both, the addition of a
new sensory modality and skilled-tool use? The answer sogéstion is counter-intuitive
at first: because perceptual modaliteee themselveskills, namely the skilled use of the
tools we are born with, and whose mastery we acquire duriagldpment: our eyes, our
fovea, our nose, the palms of our hands, our tongue, our fipgeour ears, .... Similar
views have been proposed by others (e.g., Myin and O’Red¥%;Z5rush, 2007; Mc-
Gann, forthcoming). There are many open questions arouttd mwposals: how do we
define a modality? Is there any distinction to be drawn betwesing our senses and using
tools? We cannot put our sensory modalities out of hand: #neyalways mediating our
experience, always its vehicle, whereas the tools we maturiacan be both, vehicle, but
also content of our experience, when we put them down anddbtiiem? Is this what dis-
tinguishes using a tool from a perceptual modality? Thedmotine is that, in the absence
of good definitions to distinguish skills, tool mastery, gegtual modalityetc, we have to
see all these on a conceptual continuum. This implies thaeB&arch is not in any fun-
damental way different from ordinary research on percépéaaning, skill learning and
sensorimotor recalibration. Admittedly, constitutionrefw modalities and recalibration
of existing ones are not the same thing. However, partiulahere drastic sensorimo-
tor perturbations are involved (e.g., adaptation to prigenasion, Kohler, 1962; Welch,
1978), there is a clear continuum in the degree to which tladitqtive experience of our
perception prior to the introduction of a new or modified dingpresembles the perceptual
experience acquired through training. The beneficial diaristics of PS technology iden-
tified in this chapter and throughout the book, thereforgmto other areas of research in
sensorimotor recalibration and perceptual learning ik & similar minimalist approach
or rely on simple simulated environments.

To put PS technology on a continuum with more establisheshres areas in human per-
ception is not to sell short its potential as a novel tool fagitive science. (Lenay, 2003)’s
habilitationlgnorance et supglance : la question de I'espagxemplifies the merits of
this approach. It presents results from a series of expatsnesing PS experiments to in-
vestigate the fundamental basis of spatial experienceappeach the group has taken in
investigating this question is reminiscent to the ministadipproach to ER simulation mod-
elling described in Sect. 3.3. This minimalism that the apphes share can be described

2This corresponds to the modi wbrhanderandzuhanderin (Heidegger, 1963).
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a ‘throwing as much bath water out as possible, whilst kegthie smallest possible baby’
(and expression borrowed from I. Harvey, personal comnatioin), i.e., to find the sim-
plest possible system to bring about the effect one is istedein and distinguish it from
a minimally different one that does not. Simplifying PS teclogy to the extreme (one
photo-receptor attached to the finger of a participant'dithat produces a bit sequence
of on-off tactile signals), the group have identified thestrainimal condition under which
the described changes in perceptual experience occur (iityar, exteriorisation, i.e.,
perceiving the cause of a tactile proximal stimulus to bedistance in 3D space): a min-
imal movement space of two joints and continuous swayingem®nts as strategy have
been identified to lead to the perception of a stimulus aanlistnd ‘out there’, whilst one-
jointed movement or lateral displacement of the receptokeithe sensation of proximal
touch. The rules of sensorimotor contingency that unddrigerception of distance have
been formally mapped out and analysed. From this starting,farther experiments are
conducted, building up gradually the complexity of the table sensory signals and the
motion possibilities.

The experiments on perceptual crossing and the originsrekped agency by the same
group are described and modelled in chapter 6 and 7. Theywfal similar minimal-
ist agenda, starting from the simplest scenario possibte-(bmensional environment,
Auvray et al, 2009) and incrementally complexifying the experimentt-gp (two-
dimensional environment, Lenay, Rohde & Stewart, in pratian) to identify differences
and similarities and explain them in terms of sensorimotaragnics. The experiment on
sensorimotor recalibration of perceived simultaneityafuiers 9-11) set out to follow a
similar minimalist agenda to explore the origins of expecied simultaneity.

3.5 The Study of Experience

In this section, the difficult methodological issues arostutlying and explaining expe-
rience as an object of enquiry are addressed: experienceimharently subjective phe-
nomenon, our own first person what-it-feels-like. Sciermethe other hand, is about
observation and measurement from a quasi-objectivisppetive. It uses third person
methods of quantification and can therefore not be diregipliad to subjective experi-
ence. Therefore, a purely scientific explanation of cognithat focuses on measurable
variables is doomed to leave out one of its most defining dbariatics, i.e., subjective
qualities.
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In the computational cognitivist paradigm, this problens een widely dealt with by,

more or less, ignoring it by conveniently reducing it to sophgsical event or correlate,
even though it has been prevalentin the philosophy of mindl{g debate). This reluctance
to explicitly deal with the experiential aspect of cogniti@sults from the historical context
in which cognitive science arose, i.e., as an oppositiongieaBiourism. Cognitive science
could make the use of mentalistic language credible beimgdwith scientific rigour that

introspectionist psychology was missing (cf. Sect. 2.1hilé/the aspiration to maintain

scientific standards is honourable, it prohibits the stufil§iret person non-measurable
experience, a central aspect of cognition and essentitiiéatefinition of many mentalistic

concepts and distinctions. Cognitive science, thereforés itself in denial, trying to deal

with experiential phenomena whilst pretending not to bdidgavith experience.

The neurophenomenological approach developed by (Var@®6) argues how, within the
enactive paradigm, first and third person methods can be io@alin order to interdisci-
plinarily tackle problems of experience. Section 3.5.%gia short outline of phenomenol-
ogy as a first person method and introduces Varela’s argyroentluding that this ap-
proach is preferable to approaches that claim to be pur@nptiic. Section 3.5.2 suggests
that other methods in general and, in particular, percéptdgements as in psychophysics
may be applied in a similar spirit as crude ‘second persomatst in some circumstances.

3.5.1 First and Second Person Methods to Study Experience

(Chalmers, 1995) coined the term ‘the hard problem’ for theadoxical difficulty that
representationalist cognitive science has in explairtiegeixistence of experience: compu-
tational theories of mind can describe functional mechmasithat bring about physically
measurable results that share certain structural sinmésvith physically measurable vari-
ables in the brain or human behaviour, which again correlétethe occurrence of partic-
ular classes of conscious experiences. But, having a fumedtand mechanistic description
of this kind, the question that remains is: why should sudmetional unit produce expe-
rience at all, rather than just to perform its mechanisticcfion without experience? This
problem is also referred to as the ‘qualia’ problem or ‘thplaratory gap’ (Levine, 1983).
Physicalcorrelatesof mental acts can, to a certain degree, be identified, bytdbenot
causally explairthe occurrence of conscious experience. From within ancagbrwhose
explanatory domain is the material and functional, consciexperience appears to be an
unnecessary and causally irrelevant extra, an epiphermmeDr, if it bears a functional
role, this role can be formally described, reproduced asdried into the model as a new



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

54 Enaction, Embodiment, Evolutionary Robotics

functional module — but this again raises the question ofthiaye should be any experience
at all, leading to aegressus ad infinitum

In a response to (Chalmers, 1995)’s statement of the haldeym (Varela, 1996) proposes
his neurophenomenological approach as a remedy. He brésfigws existing theories of
consciousness, characterising them along four axes ¢{imgjuthe prevailing functionalist
approaches; the reader is referred to this scale for detadat how neurophenomenology
relates to existing theories of consciousness). One of theps is characterised as ac-
knowledging that subjective first person experience igliroible and also that it plays a
central role in a theory of consciousness, which is the gtbapcontains Varela’'s approach
and the approach taken here.

Varela reappraises the classical phenomenological apiprestablished by Husserl (e.g.,
Steiner, 1997, recent edition of Husserl’s lifework ca. 888®38) during thdin du sécle
which promotes phenomenological reduction (see below)mgthod for the systematic
exploration of one’s own experiential world. Varela quoldsrleau-Ponty to establish a
first intuition about the link between the first person stuélgxperience and the scientific
study of cognition:

“To return to the things themselves is to return to that wartdch precedes knowledge, of
which knowledge always speaks and in relation to which esergntific schematization is
an abstract and derivative sign language, as the discipfigeography would be in relation
to a forest, a prairie, ariver in the countryside we knew tetfand” (Merleau-Ponty, 2002),
cited in (Varela, 1996).

The reason why many cognitive scientists are uncomfortafite the phenomenological
tradition is that it appears to be a variant of introspeétippsychology, which, through its
lack of intersubjective and methodological standards, eriagossible for Behaviourism
to become powerful and prohibit the scientific consideratdb mind and what happens
between sensors and actuators (cf. Sect. 2.1).

There are certainly some commonalities between phenomgyaind introspectionism.
After all, they are both first person approaches. Varelagistyihowever, to point out that
phenomenological reduction as a method is much more ceedibistly, it explicates the
reflexive and reductive aspect of the act of self-obsersatiecounting for the nature and
source of the introspective activity, which introspectson left implicit3 Secondly, by
explicitly including methods of communication and destiop into the approach and ac-
knowledging its reciprocal causal effect of shaping and ifyody the experiential world,

3Steve Torrance (personal communication) rightly remartked, in this sense, even the term ‘introspection’
is misleading: it suggests that observing the internal miad just a shift in focus from observing the external
world. The self-referential and reflexive nature of intresjion would be clearer if it was called ‘autospection’.
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the results of phenomenological reduction can stabilism&is own account and ultimately
also become subject to social debate and inter-subjedativeensus. Thirdly, Varela argues
for the power of intuition, not as an erratic mood swing, baistable common sense be-
yond logic that informs all aspects of our life, includindestific activity. This powerful
role usually goes unacknowledged in objectivist world \8eand is at the root of scien-
tist chauvinism and the discarding of first person methodsurthly, these standards of
generating communicable descriptions, stabilising oo experience and intuition and
mastering the reflexive stance do not come naturally butiredraining and discipline.
Phenomenological reduction is not in itselbaientificmethod of reproducible measure-
ments. In the explication of techniques and issues, howeéwegrtainly comes closer to
scientific standards than naive introspection.

The lack of appreciation of these merits, which, pragméyicgive it a clear competi-
tive edge over naive introspectionism, but not necegsanilontologically different status,
probably stems from failure to recognise just how bad niitrespection performs in com-
parison. |, the author, can confirm that impression througtomn personal experience.
The pointis not that introspection is fallible in the sertsat it does not always concur with
the ‘objective’ observer perspective — systematically stadbly occurring illusions or mis-
judgements that bring the first and third person perspeatigenflict, such as perceptual
illusion or flashbulb memories (Eysenck and Keane, 200026f)2are as real an experi-
ence as me seeing the screen of my laptop in front of me righttarad can be equally
informative for understanding mind, if not more. The poistabout the bad quality of
spontaneous subjective description of experience anctkedf consistency and structure
in naive introspection. The experienced stability andsesiency of our everyday percep-
tual and experiential world makes us believe that it is nagalbal to observe and report it.

Research with ‘second person methods’ (i.e., interviearigpies to gather experiential
reports) shows how wrong this assumptiort iResearch on second person methods de-
velops techniques that can, to a certain degree, compefosdlte naivety of individuals
untrained in systematic observation and documentatiomeif €xperiential world and thus
yield useful reports even from naive subjects (e.g., Retilgin, 2006; Vermersch, 1994).
Petitmengin states the problem as follows:

“How many of us would be able to precisely describe the rapatession of mental oper-
ations he carries out to memorise a list of names or the cbofean article, for example?

4The failure to gather useful data when straight-forwardigrying the experimental participants in the simul-
taneity experiment about their experience of the task (@) painfully confirmed this point: they were just
baffled, shrugged and did not answer anything useful at all.
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We do not know how we go about memorising, or for that matteseoling, imagining,
writing a text, resolving a problem, relating to other peopl or even carrying out some
very practical action such as making a cup of tea. Generpkalking, we know how to
carry out these actions, but we have only a very partial donsoess of how we go about
doing them” (Petitmengin, 2006, p. 230).
Petitmengin gives a much more detailed account of the diffdgsuwith untrained sub-
jects reporting their experiences in the given source. dfrémder is in doubt, it will be
much easier to become convinced if he or she tries to genanatebal report of the phe-
nomenology of searching the cited article on the Internetjusi asking any person around
them to report theirs. The result will be very poor becaudeaimed introspectors suffer
from “unstable attention, absorption in the objective,aggcinto representation, lack of
awareness of the dimensions and level of detail to be obdgimpossibility of immediate
access” (Petitmengin, 2006, p. 239). Bringing togethehnees from different areas,
such as phenomenology, Buddhist meditation and researclomstiousness taking as a
mnemonic technique, Petitmengin has developed an interi@ehnique that, so she ar-
gues, leads to reliable and verifiable experiential repoifhie most impressive proof of
the effectiveness of this technique is from its applicationon-pharmacological epilepsy
therapy, where, using her interview technigues over trerapsessions, Petitmengin trains
epileptic patients to become aware of and describe theréxpce of the ‘aura’ state pre-
ceding a seizure. Patients could thus improve their seiantieipation and suppression
skills, yielding a therapeutic effect comparable to pharohagical treatment (Petitmengin,
2005; Le Van Quyen and Petitmengin, 2002, also personal eoriwation).

Having argued that the study of experience by skilled inésvers or skilled phenomeno-
logical reducers produces more useful and reliable expeseand experiential reports than
just asking your neighbour, how can these results be linkeesults from third person sci-
ence without stepping into a reductionist trap? In ordendalieitly link the experiential
and physical aspects of cognition and to communicate this spects of the experience
have to be treated as observables or objects and to be iddloitbethe explanatory story.
Experiential reports, as they result form second persdmigaes, or, if | report my own
experience, from first person experiential exploration, ¢aa certain extent, be treated as
data in such an endeavour. It has, however, to be stresdeskfiexience cannot be reduced
to the act of reporting/measuring it. Such a step just seasesmethod for interfacing two

5The fact that such an interview and its setting also influsracel modifies experience is ropriori a problem.
For an approach that aims at minimising this impact of thesegerson and comes close to ‘experience in the
wild’ see (Hurlburt and Schwitzgebel, 2007).
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types of generating knowledge, one that requires a firsopapproach and the other one
that requires a third person approach, none of which carcestio the other.

So, what can we say about how phenomena we experience suddjeeind those we ex-
perience as objects relate? Varela remarks that “humarrierge [...] follows funda-
mental structural principles which, like space, enfordesnature of what is given to us
as contents of experience” (Varela, 1996). Physical sirestand regularities constrain
and shape our experience. Experience may be subjectivéd,iblty no means arbitrary.
We realise just how regular it is by studying how physicaltperations or events induce
systematic changes in our experiential world, as, for imsta during development (e.g.,
Piaget, 1936), through pathological cases (blindsighhifreeglect, perceptual disabilities,
PS, ...), under sensorimotor perturbation (e.g., Kohi@62) or through altered states of
consciousness (e.g., Shanon, 2001).

Varela thus proposes a ‘neurophenomenological circulgtizhose objective he describes
as seeking “articulations by mutual constraints betweesnpmena present in experience
and the correlative field of phenomena established by thaitreg sciences” (Varela,
1996). He gives examples from the neuroscientific study teinéibn, body image, per-
ceptual filling in, emotion, (Libet, 2004)’s work on volumyaaction and his own neurophe-
nomenological explanation of present-time consciousf\ésgla, 1999 Again, the most
impressive demonstration of the power of this approach etéound in its application to
epileptology (Petitmengin, 2005; Le Van Quyen and Petigigr2002): not only do we
study how irregularities of neural activity lead to dangev@nd painful seizures, we also
study how they lead to altered experiences preceding tkzeree{bottom-up causation).
Through the skilled and systematic study of these expes®nesulting from abnormal
neural activity, the experiences can be transformed thrdaghavioural therapy, which,
ultimately, results in the alteration and control of newetivity (top-down causation).

An issue that is mentioned but, in my opinion, underdeveddpevarela’s account is the
fact that presumably purely scientific accounts of consness do exactly the same thing,
even if they pretend not to: “It makes us forget that so-clathérd-person, objective ac-
counts are done by a community of concrete people who are diethin their social and
natural worlds as much as first-person accounts” (Varel@619As a leftover from the
behaviourist age, talking about experience or attemptsgdientific study is an embar-
rassment, a cosmetic flaw, which is why the most radical fedis of scientism prefer
to claim experience does not exist (e.g., Churchland andddland, 1998). Research

6The latter two are presented in more detail in chapter 8.
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that addresses experiential phenomena, such as the sttidy oéural correlates of con-
sciousness (Metzinger, 2000), however, has to deal with itdzessity — something has to
correlate, after all.

There is the clear danger that, in order to keep up the illusibbeing fully scientific,
research on the human mind, which is, at some level, alwagsrasearch conscious expe-
rience does not explicate its methodological commitmentke first person realm and the
presumed nature of its link to the physical. Ironically, thisguided aspiration for scientific
rigour introduces conceptual gaps in the explanatory freonke. “The line of separation
between rigor and lack of it, is not to be drawn between firsttaird accounts, but rather
on whether a description is based or not on a clear methoaloground leading to a
communal validation and shared knowledge” (Varela, 1996).

3.5.2 Perceptual Judgements as Second Person Method?

In the conclusion of his proposal of neurophenomenologseanrites

“[- . -1 every good student of cognitive science who is algeriasted in issues at the level of
mental experience, must inescapably attain a level of mast@henomenological exami-
nation in order to work seriously with first-person accolif¥arela, 1996).

Many of the enactive researchers cited in this volume — dinly the author herself —
come short of this criterion. How can perceptual experidrestudied without undergo-
ing phenomenological training? Is the approach taken tealyrenactivist, despite this
ignorance?

A more naive approach to experience is proposed in theWoip This section promotes
perceptual judgements as they are used in human psychoplasia set of crude sec-
ond person methods that, in combination with the minimal elloty and experimental
approach sketched, can form part of a truly enactive anddistgplinary explanation of
certain perceptual phenomena. Going back in history, aiiti#s between the program of
psychophysics and the neurophenomenological prograndargified. This comparison
is not in all aspects fully developed. It is more to be seennasmancipation against the
somewhat chauvinistic statement by Varela cited abovendJsérceptual judgments, you
can surely not capture the richness of the perceptual eqeas concerned — but this does
not mean that you can say nothing about mutual constraimigclea the experiential and
the material realm in a neurophenomenological spirit.

The original statement of the psychophysics research anodginrough the publication of
Elemente der Psychophysik 1860 by Gustav Fechner (Fechner, 1966) is in some ways
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strikingly similar to Varela’s statement of the neurophemmological approach. Against
the dominant Cartesian currents at his time, Fechner thafghe mental and the phys-
ical as two perspectives of the same thing, like the insidikthe outside of a circle, or
the heliocentric as opposed to the geocentric perspedtitreainiverse. With reference
to Descartes’ allegory of the mental and the physical as tacks that are perfectly syn-
chronised, he remarks that the easiest possibility, hat,it is actually just one clock, had
not been taken into consideration (Fechner, 1966, p. 4% péispective implies that ask-
ing how one realm links to the other (such as by one being ibuto the other) is an
ill-posed question. He also recognises the importancesobbiserver status of the scientist
(cf. Sect. 3.1):

“What will appear to you as your mind from the internal staoidp where you yourself

are this mind, will, on the other hand, appear from the oetgidint of view as the material
basis of this mind. There is a difference whether one thinikis thie brain or examines the
brain of a thinking person. These activities appear to bteglifferent, but the standpoint
is quite different too, for here one is an inner, the other ateiopoint of view” (Fechner,

1966, p. 3).

Applying these ideas to methods of enquiry he remarks:

“The natural sciences employ consistently the externaldgtaint in their consideration,

the humanities the internal. The common opinions of everjifia are based on changes
of the standpoints, and natural philosophy on the idenfityltat appears double from two
standpoints. A theory of the relationship of mind and bodywéve to trace the relationship
of the two modes of appearance of a single thing that is a’Ufifgchner, 1966, p. 5).

Fechner describes the goal of psychophysics enquiry toerarestions like: “what things
belong together quantitatively and qualitatively, distand close, in the material and the
mental world? What are the laws governing their changesarsétme or in the opposite
directions?” (Fechner, 1966, p. 8). This formulation hasaclparallels in the neurophe-
nomenological approach.

Where the two positions deviate is in recognising the imgrwe of closed loop dynamical
brain-body-environment interactiodsFechner is revealed as a localist when describing
his vision of how an ‘internal psychophysics’ of brain ptolegy would help to identify
the direct functional correspondents of sensations, velsettee ‘external psychophysics’
method he develops and applies ‘only’ investigates cdiogia that are mediated through
bodily states. Similarly, the methods outlined by Fechmenary much restricted to link-
ing sensory stimuli (‘inputs’) to experience and do notwallimr the inclusion of actions
or motion into the psychophysical story. In this sense, tiigiral formulation of the psy-

"Please note that Poincaré was six years old at the time @itbkcation of the ‘Elements of Psychophysics'.
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chophysics project is in tension with the enactive or nebhemmmenological approach that
emphasises dynamics and circular causality across selierahsions.

Nevertheless, Fechner’s painful awareness of how thisodethd the language he adopts
lend themselves to dualistic interpretation, contraryisamlwn view of the nature of the link
between the mental and the physical, his repeated reassuttzat the proposed method
produces valid results immaterial of metaphysical questiavhilst hoping and believing
that this method would ultimately produce results to confiiewviews in a remote future,
are at least as much at odds with classical representasonate certainly did in no way
encourage homuncular and representationalist intetpme$aof his approach, like Baird
and Noma's statement that the key question of psychophy&ss’how does the human
being use sensory and cognitive mechanisms to perceivgpkeand amount of stimulus
energy” (Baird and Noma, 1978, p. 2)

Like Varela, Fechner puts his methodological commitmemtsdth the physical and the
mental realm open on the table and makes clear how they rétatee experiential realm,
psychophysics investigates and measures percegéteattion, identification, discrimina-
tion andscaling (Ehrenstein and Ehrenstein, 1999). The techniques for umiegsthese
perceptual judgements have been used and developed foitmaora century: a powerful
set of formal tools (signal detection theory, techniquegp&ychometric curve-fitting, . ..)
are associated with the discipline of psychophysics.

As stated above, the reason why we can study cognition istéplinarily is that, from
the observer perspective, experience relates to physicet@ints and sensorimotor in-
variances. In some cases, these constraints are so stairei lead to reliable, verbally
expressible and intra- and intersubjectively stable teswithout the need of an expert
interviewer or experiencer. The methods to explore the gepial domain that Fech-
ner proposes and that have been developed since do not gemasiphenomenological
reduction® However, the reason why the psychophysics approach caesslduestions
of perceptual experience is that it deliberately confingslfito experiential phenomena
and judgements that are so primitive that they lead to steddelts despite the naivety
of the experiencers investigat&drhe limits of applicability of the methods are inherent:
psychophysics assumes a continuous mapping between aghyesiiable (e.g., stimulus

8please note that Husserl was one year old at the time of tHiegiitn of the ‘Elements of Psychophysics'.

9Perceptual judgements do not always reflect experience vt instance, in ‘forced choice’ paradigms,
many times, participants give accurate perceptual judgé&rfer stimuli close to detection thresholds without
experiencing this accuracy — see (Dienes and Seth, forting)rfor an overview over techniques of measurement
and their contingent relation to experience or (Gallagk@®5) on pre-noetic influences on cognitive performance.
This limitation has to be born in mind and made explicit.
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energy) and experienced stimulus intensity that is quadtifising a perceptual response
profile — this kind of link is evident in some cases, but nottiners.

The major advantage of studying such basic aspects of pealepxperienceguapercep-
tual judgment behaviour is that the acts of performing, obisg and reporting perceptual
judgements form part of everyday human life: ‘do you peredhis?’ or ‘is this bigger
than that?’ are very usual questions to be asked in everyfdayTherefore, we are all
trained experts in these first/second person techniquethefmore, the inclusion of these
perceptual judgements into a scientific framework has regda lot of controversy: their
guantification makes obvious and intuitive sense, withbatrieed for metaphysical and
ontological agreement between different researcherstardes researcher and audience.
Similar methods have also been used in infants (‘high aogsitsucking’) and animals
(e.g., Melchneet al, 2000), leading to speculation about their perceptual dgonithout
appearing to cause a lot of uproar.

The common-sense-ness of this method is both its strengthitarweakness. Psy-
chophysics can be easily hijacked by representationalislisnininativists and be-
haviourists. Results can be easily integrated into any $uachework, as it already ap-
peared to have happened to Fechner 15 decades ago. Askimgamding perceptual
judgements, which is sold as a second person method hereasiy be treated like just
another physical variable to be explained. Using percéjpidgements, you can always
retreat to a behaviourist stance. Psychophysics thus aetsreeutral territory’: it works
regardless of ideological commitment, even if the exact waiynwvestigating phenomena
using psychophysics methods and the interpretation ofteewiill be contingent on the
choice of paradigm. This uncontroversial nature of psytlysjts research can also be
seen as its strength: results thus generated will not enepatot of resistance on political
grounds and may thus help to communicate and illustratdtseasanducted under the en-
active paradigm, which, evidence permitting, will ultiralgt benefit its establishment and
the refutation of the classical view.

Advances in technology and mathematics allow the extensidhe third person meth-
ods associated with psychophysics not just to neuroptogypbut also make its incor-
poration into more situated and dynamical research progasible. (Rodriguezt al,,
1999)’s work on neural synchrony and shape recognition,edksas (Libet, 2004)’s neuro-
scientific study of volitional action, which (Varela, 199@gntions in his statement of the
neurophenomenological approach, are very close to whatniéedmagined as ‘internal
psychophysics'. Similarly, the PS work conducted by the ORfEoup (e.g., Auvragt al,,
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2009; Lenay, 2003) includes dynamical and environmentabfa, but, in linking percep-
tual response probability distributions to physical fastetill follows a similar agenda as
psychophysics.

Obviously, the point here is not to argagainstthe more sophisticated neurophenomeno-
logical approach Varela envisions — a psychophysics agprean surely not be taken
towards all dimensions of experience. However, neuropimemology using Husserl's
techniques of phenomenological reduction should not be asea privileged method in
enactive cognitive science where first person experienceriserned. There are alterna-
tives, of which one of the most basic is proposed here, alllotwhave their scopes and
limitations. Recording perceptual judgments does not gibeap as phenomenological re-
duction or the mentioned interview techniques, but it hasativantage that they work for
everyone without the need for training. Also, they do nobime a transformation of ex-
perience through the act of observing it that would go beytbedind of transformations
such acts of self-observation induce on a daily basis. Sityjlthere are surely experiential
phenomena for which the contemplative and reflexive charadtpracticing phenomeno-
logical reduction is unsuitable. (Varela, 1996)’s demaneiplicitly commit to methods in
the first or second person realm is to be taken seriously. Mewthis does not imply that
Husserlian techniques of exploring one’s mind have to beessdi unreservedly — other
ways to account for the first person realm should be congiderd developed.

3.6 Combining Experimental, Experiential and Modelling Approaches

Having introduced the empirical, synthetic and subjecthathods individually, it seems
quite clear how they would work together as an alternativerdisciplinary framework.
In this section, the links between these different appreadre made explicit in order
to discuss three issues: firstly, the differences betweerchissical reductionist and the
non-reductionist enactive approach. Secondly, the sttsgmulation modelling in the
enactive paradigm. Thirdly, the difference between traerafisciplinarity and mere multi-
disciplinarity.

In a simplified view on the classical computational cogiistiv, Al modelling forms the in-
tellectual centre-piece of a reductionist program (see Fig (A)): philosophy establishes
the relation between ‘qualia’ and neural states, whichmately results in a reduction of
the mental to the physical based on functional causal rdies rEduction is via a formal Al
model which captures the essence of brain functionalitywanigh, in principle, could be
variably instantiated; its ‘wet-ware’ basis, studied byrescientists, is just the way cog-
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nition happens to be implemented in nature. In this redotttosiew, scientists can quite

happily confine their work to either of these levels, onlyasionally making reference to

findings from levels below and above: ultimately, the fuoctl/behavioural level does not
depend on its implementation or the mental states it pragluoghat sense, this approach
is multidisciplinary, rather than interdisciplinary.

(A) (B) (©)
Philosophy
Phenomenology Philosophy T
Phenomenology) Phenomenology)
Computational \
Modelling
Empirical Empirical Computational
" Sciences Sciences v Modelling
Empirical
Sciences

Fig. 3.5 lllustration of interplay between disciplines &) computationalism, (B) neurophenomenology and (C)
the approach proposed in this book that includes simulatiodels.

The enactive paradigm as a paradigm of non-reductive riiomadoes not have an intel-
lectual centre-piece: as argued in the previous Sect. BsBsBcond person methods and
third person methods are in an active and circular polylpgwemplified in the neurophe-
nomenological approach (see Fig. 3.5 (B)) and thereby spbns levels of explanation,
integrating them and requiring proper interdisciplinacyiaty.

Stewart identifies as one of the two basic requirements faradigm in cognitive science
(besides resolving the mind-body problem) that “it musyte for a genuine core articula-
tion between a multiplicity of disciplines, at the very leastween psychology, linguistics
and neuroscience” (Stewart, forthcoming). What is remialkabout this list is that syn-
thetic methods or computer science, from having formed nikedlectual centre-piece in
the computationalist approach appear to have dropped ¢l dist altogether. Apart from
promoting the enactive paradigm against the prevailingmaational paradigm in cogni-
tive science, reaffirming the place of computer modellinthimi the enactive approach to
cognition, not as the centre-piece, but as an equal cotdritis one of the core objectives
of this book (Fig. 3.5 (C)).

In Varela’s early work, simulation modelling in the spirititined above (Sect. 3.3.2)
formed an essential component, as most noticeably refléctés computational model
of basic autopoiesis (Varekt al, 1974). From an initial enchantment with the ALife
paradigm in Al, which (at least in some variants) is ideotadliy so close to the enactive
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approach (cf. chapter 2), enthusiasm in the enactivist conitynappears to have cooled
down significantly over the decades. The more recent fortiouléVarela, 1996) and appli-
cation (e.g., Le Van Quyen and Petitmengin, 2002; Rodrighak, 1999) of the neurophe-
nomenological approach (cf. Sect. 3.5) does not make épiention of computational
methods or simulations at all.

Part of the responsibility for this trend is probably to berid in the ALife community,
which, with few exceptions, has increasingly closed in salftand not sought association
with empirical sciences in general (cf. Webb, 2009, for #asim) and enactive cognitive
science in particular. The area has thus created a mettgidaldubble in which inter-
disciplinary links are, if it all, mainly sought with branet of chemistry, ethology and
biology that do not associate themselves directly with tiectve approach or the study of
cognition, even though autopoiesis theory was originatlg of its main inspirations. The
evident explanatory power of simulation models (cf. Se®.2 has triggered integration
of computational techniques in an enactive cognitive smehat run outside the ALife
paradigm (e.g., Stewart and Gapenne, 2004). However, itdeniable that computer sci-
ence is a marginalised discipline in the current enactigmitive science'?

This book shows how generative ER modelling fits into Engatiy in particular by pairing
it up with equally minimal approaches to the study of humanmggtion. As the branch of
perception research outlined (Sect. 3.4) tends to useasimiittual environments as those
employed in ER simulation, no strong abstractions of theabigtur modelled have to be
undertaken in order to implement the envisioned interdis@ry agenda. By virtue of this
close match between model and experiment, ER simulationse&loth generative models
and descriptive models in the more traditional sense of eaatipnal modelling (i.e., other
than their merely conceptual counterparts, they can alsergée concrete and quantitative
descriptors and predictions).

The second key advantage of the triangular approach enedibere is due to the possibil-
ities of PS and sensorimotor recalibration research asd-sttone method (cf. Sect. 3.4):
in studying the sensorimotor basis of perceptual expegieRS involves methodological
circulation between empirical and experiential methodsicty, in the spirit of (Varela,
1996)’s neurophenomenological approach, can naturadjsects of perceptual experience.
Explicit commitment to simple measures of perceptual eégpee, such as the perceptual
judgements used in psychophysics, as crude first/secosgmpenethods is encouraged
for the reasons given earlier. The difficult study of the dyires of sensorimotor behaviour

10see (Frose, 2007) for a discussion of the role of Al in thectivea approach.
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and contingencies (cf. O’'Regan and No&, 2001) becomesagosssible, more formal and
more transparent if ER models are introduced into the pcttihis is due to the potential
of ER models to bring us beyond our cognitive limits and pdéjas (cf. Sect. 3.3).

The research presented in this book builds itself up by atitig, step by step, the mu-
tual links between the disciplines of the framework prop@eg. 3.5 (C)). The examples
given demonstrate that the common root of ALife and the éveagaradigm has not yet
been cut: the results on motor synergies (chapter 4) iltestthe mutual link between
simulation modelling and the empirical experimental sces) where models can generate
descriptive concepts, proofs of concept and generate hgpes for further experiments.
The model on value system architectures (chapter 5) iltestrhow simulation models can
serve as extended thought experiments in philosophicacandeptual debate, pointing
out implicitly held prior assumptions and counter our itianis. The models of perceptual
crossing in a one-dimensional (chapter 6) and a two-dinogasi{chapter 7) environment
models PS research that in itself adopts a circular and igeanethod (Fig. 3.5 (B)) and
therefore shows how simulation modelling can take part ir@pgrly interdisciplinary
polylogue, where all arrows in the diagram in Fig. 3.5 (C) acéve. The study on adap-
tation to sensory delays and perceived simultaneity (eha@-11), finally, puts the idea
to work that a cognitive scientist should really work intisaiplinarily, rather than to just
contribute computer simulation models from a computers@evory tower. This proposal
is relativised in the conclusion in chapter 12, that retwonthe methodological issues this
chapter opened, after the following eight chapters of @pfibn and results, with an overall
optimistic outlook.
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Chapter 4

Linear Synergies as a Principle in Motor Control

The centipede was happy quite,

Until the toad in fun

Said ‘Pray, which leg goes after which?’
Which worked his mind to such a pitch,
He lay distracted in a ditch,

Considering how to run.

(Anonymous)

This chapter presents the results from a simulation modglitivestigates a principle in
motor control called ‘motor synergy’. The term had been imed by the Russian physiol-
ogist and biologist Nicholai Bernstein (Bernstein, 19&#)dystematicities between motion
signals to control different effectors during one actiore ptoposes such systematicities
as a principle that helps the nervous system to deal withnealcy in motor space. The
modelling work here is directly inspired by experimentaysiological work conducted by
Gottliebet al. in Boston and Indiana (Gottliedt al., 1997; Zaakt al., 1999) on motor syn-
ergies in human target reaching. The results in this chdyatez been published in (Rohde
and Di Paolo, 2005). Other than the models presented lataisiook (chapters 6 and 7
on perceptual crossing and chapters 8-11 on simultaneitgpton), the model presented
in this chapter is a strong abstraction from and idealisatithe original experiment con-
ducted. However, in comparison to the more conceptual dogdphical model on value
system architectures in the following chapter, the modglipproach taken in this chapter
is still much more immediately applicable to scientific giree. The model presented in
this chapter serves as an example of how simulation modelsss@nate with experimen-
tal research in the cognitive or behavioural sciences, wiiults that are meant to guide,
inform and complement experimental work.

The theoretical, experimental and modelling backgrousdwall as the research ques-
tion to be addressed with the model are explained in Sect.Skttion 4.2 introduces the

67
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model, which investigates ‘linear synergy’ (i.e., a linealation between torques applied
to the elbow and shoulder joints) in a two-dimensional arrddldimensional simulated
arm. Evolvability is compared for two dimensions of modehgaexity: dimensionality
of Euclidean space and dimensionality of motor space (lisgaergies). The results are
presented in Sect. 4.3 and they show that, while dimenstgrratuction through motor
synergies increases evolvability in the given task, dirmeradity reduction in Euclidean
space decreases evolvability. These seemingly contoadiotsults on the usefulness of
imposing and releasing constraints in the given simulatiodel are evaluated as to what
they show for motor control and evolvability in general, aslivas in the context of the
experimental scientific work on human motor control in Séct.

4.1 Motor Synergies

Motor synergies were proposed by (Bernstein, 1967) as adyginghe degree-of-freedom
(DoF) problem in motor control (Sect. 4.1.1). His biomedhahwork has been the inspi-
ration for many experimenters and modellers since it redthe English speaking world
after the fall of the iron curtain in 1967 and the evidencetfar existence of linear syner-
gies in humans and animals is abundant. Section 4.1.2 psetsemexperimental studies
that have been the direct inspiration for the model preskintthis chapter and outlines the
research question the model addresses.

4.1.1 The Degree-of-Freedom Problem and Motor Synergies

The rhyme with which this chapter starts nicely illustratdsat (Bernstein, 1967) called
the DoF problem. If the brain is thought of as a homunculatrmbmrgan that controls
the state of all muscles and actuators centrally and simedtasly, the task it has to solve
is very complex. Trying to describe animal or human behaviouerms of joint kine-
matics already involves a large number of DoFs (e.g., 7 iningpan arm). This is the
level of complexity aspired in main stream humanoid rotstkeeping many engineers
and programmers employed full-time. The problem of colitrgljoint positions centrally,
however, pales in comparison to the control problem of a@ilivig a living human body
centrally. Thinking of motor control in terms of individuaiuscles, or even motor neu-
rons, the number of DoFs to be controlled when moving an arigkiyuexceeds four digits
(Bernstein, 1967). Also, while the joints used in robotios asually exclusively sensitive
to the motor signal by the robot controller, biological motontrol has to be performed
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in the presence ofontext conditioned variabilityBernstein, 1967, p. 246ff). The effect
of a motor command is sensitive to the anatomical, mechbaighphysiological context
of the interaction of an agent with its environment, e.gnlipositions, passive dynamics
or the state of the peripheral nervous system. Last but @ast,I¢he human and animal
motor system igsedundantwith respect to the outcome of an action: there are infinitely
many trajectories to proceed from a position A to a positiom Bondition that Hebb has
termed ‘Motor Equivalence’ (Hebb, 1949, p. 153ff). Humand animals are very apt at
compensating for perturbations, lesions or restrainthemtotor system by using differ-
ent effectors to perform the same functional behavioilihis flexibility of goal-oriented
motion is something that most state-of-the art roboticesystare still missing.

A homuncular view of how the body could be controlled from atcal instance, like a
puppet, was common at Bernstein'’s time, and explaining hoan#éral organ could manage
all this complexity at once seemed a big challeAgBernstein thought thatystematic
relations between effectqra concept that he called ‘motor synergy’, was the answer to
the DoF problem. The driver of a car can determine the posifdoth wheels of the car
at a time because they are linked. This link imposes a cdansa the possible wheel
positions. However, it only rules out useless wheel pasitiand does not functionally
constrain the motion possibilities of the car. In a similaywhe thought mutual constraints
in an organism’s motor system could serve to build functieo@-units, thereby reducing
the effective number of DoFs in a motor task in a beneficial.way

Motor synergies are evident in human and animal behavianging from human direc-
tional pointing (as described in the following Sect. 4.1ifferent types of gaits, posture
correction during breathing and hand motion in firing a gwr € summary of findings
see the chapters by Turvey, Fitch and Tuller in (Kelso, 1R8Rgrnstein’s idea of motor
synergies also have strongly impacted on theory buildirtgraadelling work in cognitive
science and motor control (e.g., Arbib, 1981; GrosshergRaide, 2000; Morasset al.,
1983; Sporns and Edelman, 1993).

From an enactive perspective on sensorimotor behavicuDtt problem, as defined by
Bernstein, does not really pose itself because motor chistraot thought of as the re-
sult of homuncular central planning. Also, this concepi®not free from practical and
conceptual problems: as argued in chapter 2, homunculdaregpons typically pass the

1A famous example for this is the fact that characteristicharidwriting are preserved even when forcing a
subject to write with its left hand, the mouth or the foot (idehet al,, 2000, p. 657).

2Bernstein used to demonstrate this to his students by ashérg to assume the role of a homunculus and
control a system he set up from sticks connected such thahtieeseveral degrees of freedom.
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explanatory burden down: is explaining the brain as thev&irof the bodily car’ much
easier than explaining the whole system in the first placeSo, AMeiss and Jeannerod,
1998) remark that “the context in which a motor task is exeddtrongly influences its
organization” (Weiss and Jeannerod, 1998, p. 74). Thisaygde contradict the idea of
functional and structural isolation of motor planning (hamsulus) and execution (system-
atic co-activation of DoFs as functional sub-unit or builglblock).

However, in the light of the mentioned evidence for systétnaiations between motor
signals in different DoFs, questions about their naturgeaif motor synergies do not serve
the purpose to decrease dimensionality for central motorphg, what is their functional
role? How do they emerge from the redundant and high-dimeasimovement space?
Are they epiphenomenal? If they serve a purpose, how arentiad@ytained?

4.1.2 Directional Pointing

The particular experimental study that inspired the sitimamodel here presented is a
finding onlinear synergiega linear correlation between torques applied to the steradd
elbow joint) in human directional pointing by (Gottliebal,, 1997). Targets were arranged
spherically and equidistant from the starting positiorhie sagittal plane. Reaching these
targets, the dynamic components of muscle torque (gravitatcomponent removed) ap-
plied to the joints were scaled linearly with respect to eattter during each target reach,
with different scaling factors for different targets. Thugstematic relationship does not
appear to result from the nature of the task, as it does naolgeshortest paths or appear
to satisfy any other obvious efficiency or performance dote For the remainder of this
chapter, discussion will focus on such linear synergy. Hateany systematic constraint
simplifying motor space can be labelled a motor synergy.

(Zaal et al, 1999) found the same systematic relationship between fomques in in-
fants even in the pre-reaching period, even though thedngits to grasp an object are
unsuccessful. They investigated infants’ reaching behaat several stages during their
motor development, observing linear synergies througtimistage-wise development of
behaviour. Therefore, linear synergies do not appear thdeutcome of a learning pro-
cess either. Zaadt al. conclude that “If linear synergy is used by the nervous syste
reduce the controlled degrees of freedom, it will act as@nsgticonstraint on the complex
of possible coordination patterns for arm movement earijaih(Zaal et al., 1999, p. 255).
Another finding that has to be born in mind is that there areabigiurs in which humans
learn to break linear synergy. For the case of arm movementngtance, Weiss and
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Jeannerod’s review on grasping and reaching studies ads#mat sometimes Cartesian
space dominates motor organisation, whereas in other ¢sisels as in (Gottlieket al,
1997)’s study), joint space dominates the organisatiomagéttories (cf. Weiss and Jean-
nerod, 1998). Therefore, linear synergy does not appeag torbere fixed physiological
constraint on possible arm movements either.

As outlined in Sect. 3.3, one of the methodological advaegagf ER modelling is that
it does not presume a fixed relationship between the medhlamiganisation and func-
tional organisation. Previous modelling approaches toomsynergies (e.g., Grossberg
and Paine, 2000; Sporns and Edelman, 1993; Morassd, 1983) built in a functional
role for synergies, i.e., as a movement building block fanposition of complex motion.
To the contrary, the ER model presented in this chapter aimscdvingthe functional role
of linear synergies in a minimally biased way to exploretifgnctional role with minimal
prior assumptions. Where do linear synergies come from7ebwtlich circumstances do
they arise? Are linear synergies epiphenomenal to a stegttagent environment interac-
tion or do they serve a particular identifiable purpose incivatrol architecture of evolved
agents?

If linear synergies are beneficial to the organisation ofrttaalelled task, their existence
will lead to an improvement in either performance or evolligband an exploration of
this advantage can generate hypotheses about their foattiole in human motor con-
trol. Such hypotheses can be tested in further experiméitis. simulation compares a
two-dimensional version of the task with a three-dimenaiearsion, to investigate the re-
lation between redundancy in DoFs and spatial complexiyr Eifferent kinds of neural
controllers are compared, with and without built-in linsgnergies (details are specified
in the following Sect. 4.2) to investigate their functionale in and resulting from artificial
evolution. The findings are in line with (Zaat al., 1999) in suggesting that linear synergy
as a built-in constraint benefits an efficient developmeniatess.

This exploration is also relevant for robotic engineeringd ¢he technical side of ER mod-
elling. In order to be minimal, many Evolutionary Roboticgeriments typically do not
involve high levels of redundancy. The results here presedemonstrate how imposing
theright constraints along theght dimensions can impact on evolvability and the nature
of the solutions evolved.
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4.2 Model

This section, as well as the model sections in other chaptensain technical details that
may not be accessible to readers without a training in coatjmutal methods. Such readers
are encouraged to skim-read over the formulae and paransdtess in this section and in
the results section, trying to get the gist of the task antfqrtm and proceed to the more
accessible discussion.

A robotic arm is evolved to reach to one of six target spots drmézontal plane. The
simulation has been implemented using the ‘Open Dynamig#&eh(ODE, Smith, 2004)
to model rigid body dynamics. The simulated arm consists fifraarm, an upper arm
(each two units long) and a spherical hand (Fig. 4.1, (A)e $ix target points are spread
evenly on the circumference of a circle with a radius of 1.&%uad the starting position
of the hand (Fig. 4.1 (B)). The required reaching direct®dénoted by and uniformly
distributed directional noise [0, 271 is added tap at each trial.

(A) (®) Frecion @
Ols2 ) -targ et target

spot

Fig. 4.1 (A) Visualisation of the simulated arm. (B) Planwief the task (schematic).

The arm joints are referred to by their joint anglg(see Fig. 4.1 (A)). In order to test the
effect that the number of degrees of freedom (DoFs) has ota#tke experiments are run
on a planar (i.e., two-dimensional) condition where bothélbow and the shoulder joint
have one DoFde and ag) and a three-dimensional condition, in which the elbowtoin
has one DoFde) and the shoulder joint has, just like the human shouldeeetiDoFs:
rotation in the horizontal planex{), lifting/lowering the armés) and rotation along the
arm direction @g). All joints are controlled by applying a torq to the jointa;.

The arm is constrained by plausible joint stops. Dry friatis applied at all joints. The
networks have one sensory neuron for the angular positi@adi DoF and an additional

30ut of the models presented in this book, the current onergsiahly, the most complicated one. Readers
should not be put off and try if they find one of the other madglichapters more accessible.
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sensory neuron for the required pointing directoa [0, 2- r1]. The starting position of the
hand is always at the middle of the circle, which correspdadwmth the shoulder and the
elbow angle starting ates; = 60°. The arm always starts with the elbow in the plane, even
in the three-dimensional version of the task.

Some simplifications from the modelled scenario make thatadymamics very much un-
like the real-world example. In the three-dimensional sswminent, it is very difficult for
evolution to keep the hand close to the plane, somethinghwigutomatically afforded by
the two-dimensional environment. However, part of the cfbje of this simulation was to
compare a two- and three-dimensional version of the sarke Ta®refore, the movement
in the three-dimensional condition has been constrainel that the hand cannot deviate
from the horizontal plane, meaning the possible hand trajess are equal between the
two conditions, but having more motor redundancy in thedkd@nensional version. This
restriction makes the movement more like moving an objewssca surface (like moving
a fridge magnet) than like natural human reaching movemeotssimilar reasons, gravity
has not been modelled. These constraints reduce biolqgaadibility of the model. The
strategies evolved are not always human-like, and it is leatrén how far the system could
generate insights about concrete anatomical parametdraply to a real-world physical
system. The principal idea, i.e., how to explore the quastiaf redundant DoFs in a mo-
tor control task, is preserved upon introduction of thesgitamhal physically implausible
constraints.

The weights of the CTRNN controllers evolved in the ranggse [—7,7], the bias6
[—3,3] and the time constart € [0.1,1.77] with a simulation time step of 0.01. Other
parameter ranges aldg € [0.1,30] andSs € [0.1,20]. Other than in most simulationislg
andSs were evolved individually for each DoF.

Four different neural controllers were evolved and comgéoe both the two-dimensional
and the three-dimensional conditions. In the conditioreligll as theinconstraineaton-
dition, a monolithic CTRNN with six hidden nodes per DoF ana toutput neurons for
each torque signalli = Mg(o(ami+) — o(ami—)) is evolved (see network architectures in
Fig. 4.2 (A)).a(x) is the sigmoid transfer function Eq. (3.3).

ThemodularisedCTRNN has the same number of neurons, but connectivity isedsed,
such that two sub-controllers generate the motor signaledch joint individually (see
Fig. 4.2 (B)). They have three hidden neurons each and egeoprioceptive input only
for the joint they control. However, they share the diretéibtask input neuron. Note that
in the three-dimensional condition, the shoulder sub-pdtvetill generates three motor
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signals. Comparing results from the unconstrained mdrioland the modularised con-
dition is interesting with respect to the questionn&fural basis of motor synergiedn
principle, coordination between joint movements could teaiated through the environ-
ment and result from the task dynamics. If synergies emeegpite the absence of neural
connections between the modules that generate motor sitpradach joint, in the closed
sensorimotor loop, such regularities pose a challengertwngular explanations.

(A) (B)

©) M, M=M," K(9)

O(e(p cxS

Fig. 4.2 Network diagrams for the unconstrained (A), the laxdsed (B) and the forced synergy (C) condition.

In the third and fourth condition investigated, a lineaatin is imposed between torques
applied to the elbow jointe and the different DoFs in the shouldeg. This type of
controller is referred to aforced synergyontroller. In these networks (see Fig. 4.2 (C)),
Mg is generated by a CTRNN with three hidden nodes and all jojmtts. The other joint
torquedVisj are scaled as a linear functibfyj = K; - Me wherej is a DoFK; = f(¢) varies
systematically with the desired pointing direction acrisss.

Two different functional representations are used for thredd linear networks. In the
linear forced synergy conditioK;(¢) is a simple linear function for each DgF

Ki(@) =ki - @+Kk (4.1)

with ki € [—4,4] set genetically.

The more complex representation of the linear synergy fand€;(¢) as a Radial Basis
Function Network (RBFN) is motivated by the fact that RBFNs generic representations
of continuous functions of the angle, i.e., it does not hawéngularity atg = 2 like
Eq. (4.1). In the RBFN conditiorK; (¢) is represented by a RBFN with Gaussian RBFs

52

4
Ki(g) = _;Wm ‘e 282 (4.2)

whered = ¢; — @, € [, 1] is the difference in direction between the evolved RBF aente
¢ € [—m, ] and the target directiop. The width of the Gaussian RBEF < [0.5,1.5] and



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

Linear Synergies as a Principle in Motor Control 75

the RBFN weightswg; € [—4,4] are also evolved. The absolute values of the coefficients
|ki| and the absolute values of the RBFN weightgi| are mapped exponentially.
The number of parameters evolved in each condition varitgdsm 46 and 161 (see table
in Fig. 4.3).
Trials are run fofT € [200Q 3000 time steps. The fitnes3 (i) of an individuali on a target
spotj is given by
T )2
R

whered;(T,i) is the distance of the hand from the target spait the end of a trial for

(4.3)

individuali.

unconstrained modularised forced synergy (linear) fomyetergy (RBFN)
2D | 109 75 53 46
3D | 161 115 62 83

Fig. 4.3 Number of parameters evolved.

Networks for all conditions are evolved with either on alt &irget spots right from the
start or, otherwise, in incremental evolution (i.e., thegrevevolved on just a sub-set of
target spots, starting with two target spots, and the nedkelise target spot is added
to the evaluation once the average performance of the piipnilexceed$ = 0.4). The
evaluation of a networkon n target spots is calculated using the exponentially weijhte
fithess average defined in Sect. 3.3, Eq. (3.5).

Otherwise, the GA, numerical integration and CTRNN conad those described in
Sect. 3.3(= 0.6 in the GA).

4.3 Results

The presentation of the results focuses on several key @spggolvability is a variable

that plays an important role throughout. It is mostly intdéchas the number of target
spots the network was evolved on in incremental evolutienthés variable corresponds
to grades in performance. Section 4.3.1 compares the twbthmae-dimensional version
of the simulation across neural controllers focussing anrtile of spatial redundancy.
Section 4.3.2 compares the results from the different kifdsetwork controllers. The

last section 4.3.3 takes a closer look at the linear synenggtionsK;(¢) evolved to solve

the task.
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4.3.1 Number of Degrees of Freedom

The problem ofmotor redundancydentified already applies in the two-dimensional ver-
sion of the task: there are infinitely many trajectories toventthe hand from positioBa to
positionPs. However, for any positioR, in this set-up, there is (due to joint stops) just one
possible pair of joint anglefe, as) to realise it. In the three-dimensional set-up, due to
the three DoFs in the shoulder joint, there are infinitely ynstmoulder positionst; » 3 as-
sociated with a positioR, even if the elbow angle is not redundant. The space of motor
signals to arrive at a configuration is even more redundaetfa the fact that the network
generates torques, rather than angular velocities or paisitions, so different interfering
forces (passive dynamics, interaction of torques apptiatifferent joints through the body
and the environment) work on each joint and affect the arjadtary.

Averaged across 10 evolutionary runs, the motor redundafityded by the three-
dimensional set-up provided a clear advantage in evoitaldlee Fig. 4.4) in all network
architectures: in the incremental evolution conditiom, ttumber of target spots reached is

much higher.
(A) Two Degrees of Freedom (B) Four Degrees of Freedom
6 6
o ° w5
2 2
o 4 4
< <
s F 3
2 Torced 2
monolithic  modularised T0rced synergy forced synergy monolithic  modularised forced synergy forced synergy
(linear) (RBFN) (linear) (RBFN)

Fig. 4.4 Average number of starting positions reached ireimental evolution after 100 (dark) and 500 (light)
generations across ten evolutionary runs.

Exploring the space of strategies evolved in case studiesthree-dimensional version
shows a much greater variety of solutions than the two-dsioeral version, where the
only variation in strategies to reach a certain target spt temporally vary the torques
applied to both joints in order to bring the two planar joiimisthe appropriate end po-
sitions. In contrast, the motor redundancy afforded byudirlg two additional DoFs in

the shoulder joints allows for a greater variety of strageghat exploit the additional DoFs
and environmentally mediated forces. Among the monoléiid the modularised CTRNN
controllers, a common strategy is to turn the arm along itgtle to one of the joint stops,
leaving the hand in the centre of the plane, before movindnéotarget spot. It seems
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that the positions thus reached are more suitable for égolrty search and directional
reaching than the original starting position.

To gain further insight into the mechanisms of the evolvelditsms, the robustness of
controllers to disabling individual DoFs was investigat&d investigate the role of passive
dynamics, the different conditions were compared: in cooolF, (i) individual DoFs were
‘paralysed’, i.e., passive dynamics were possible, but ntomtorques were applied. In
condition F/(i), individual DoFs were blocked, i.e., the joint angles wexedi at their
initial position. Figure 4.5 shows the squared differenc@erformanceéF.(i) — Fi(i))?
between these two conditions per DoF affected and netwqdk t¥his measure indicates
in how far passive dynamics contribute to the solution tosi tahere immobility leads to
its total break-down. In the two-dimensional conditionabling passive dynamics to work
on the paralysed DoFs hardly make a difference in performasaompared to blocking
the joint altogether (Fig. 4.5 (A)), i.e., passive dynanpilzs/s a negligible role. In the three-
dimensional condition, however, (Fig. 4.5 (B)), it has aicedble impact on performance
of all networks. The controllers evolved in the three-disienal set-up, therefore, appear
to make use of the motor redundancy and increased possibilir passive dynamics in
order to increase stability of the solution.

(A) Two Degrees of Freedom (B) Four Degrees of Freedom

(Fa-Fp)?
0O 0 0 0 R

monolithic
modularised

modularised

forced synergy
forced synergy O ° (near) . reed synergy
(RBFN) (RBFN)

forced synergy
(linear) o
sl

Ue

Fig. 4.5 Squared difference in normalised performance digidual joints a; are paralysed (i.e., free to move
but not driven) E;) or blocked £) in example two-dimensional (A) and three-dimensional §g¢nts evolved.

These findings from the simple simulation models show hova #&nsorimotor task, the
inclusion of additional DoFs can increase evolvability.thie pursuit of minimalism, it is

tempting to endow an agent with the minimally required sensator system for a task,

but such an idealisation can introduce a bias into the senstor dynamics, delimit the

strategies evolved and hamper evolution of high perforragigtions, despite the reduction
of the search space (cf. table in Fig. 4.3).
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4.3.2 Forcing Linear Synergy

Comparing the evolution of an unconstrained monolithic odoarised CTRNN controller
with the networks that were evolved to act in linear synettyy,agents forced to use linear
synergies reach much higher levels of performance on aggbagh in the two-dimensional
and in the three-dimensional condition. Figure 4.4 degletsnumber of target spots that
each network type evolved to solve in the incremental eiaiutondition. The RBFN
synergy networks advance to the next goal twice as many tasebe other networks.
With twice as many generations, the CTRNN controllers withifmorced linear synergy
come close but never reach the level of performance of theamks forced to act in linear
synergy.

The only agents that evolve to solve the entire problem saacthe RBFN synergy agents
in the three-dimensional set-up; in all other conditions)etion stagnates in a sub-optimal
level of performance on a limited number of target spotshdhat the population aver-
age does not exceed 0.4 to enter the next stage of increnexadattion. In the three-
dimensional forced synergy condition, average perforraarfibdest individuals after 1000
generations is 0.65. Complementary non-incremental &eolled to qualitatively similar
results, i.e., quicker and more successful evolution ofddrsynergy networks, even if,
guantitatively, the overall fithess evolved was much lowex non-incremental approach.
As explained in the model section, RBFN networks have beesahbecause they appear
to be particularly suitable for the task of transforming alag variables. Does this give
the forced synergy networks an unjust advantage over theNBIERis the superiority in
evolvability and performance built-in, is it a question afsign, not evolution? It could
be true in the case of the RBFN, but certainly not for the caseafsimple linear forced
synergy condition. A simple linear function has a singtjeait ¢ = 271. Given that the two-
dimensional scenario is already very restricted, forcimg trude relation between task
signal and required pointing angle makes it virtually imgbke to generate a controller
that masters the task. Despite this principal handicapsdhéions for all set-ups in which
networks were forced to act in linear synergy evolved to mhigher levels of performance
than their unconstrained CTRNN counterparts.

To rule out the possibility that the simple CTRNN contradiémonolithic or modularised)
could not cope with the presentation of the input directism&calar neural input, a more
‘CTRNN friendly’ set-up was tested, too, where controllessre provided with six differ-
ent input neurons for the different target spots and no rapgdied tog. Still, neither in the
two-dimensional nor in the three-dimensional conditichttiie agents advance beyond the
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presentation of three target spots within 1000 generati®esnething about functionally
dividing the task into the generation of a torque signal agteigmining separately how this
torque signal is scaled between the different DoFs seentisyarly suitable for artificial
evolution to efficiently evolve solutions for the given task

4.3.3 Evolved Synergies

What kind of scaling implements the reaching to a targetbégtross solutions evolved
under the forced synergy condition, no general pattererims$ of motion trajectories could
be observed. Figure 4.6 depicts example RBFN synergiege/fbr the three-dimensional
condition. What is characteristic for many solutions is fibet that there are the different
RBF centres, though there is overlap between the curves éXglains the diversity of
behavioural strategies for different rangespabserved in the RBFN agents: for different
targets, different DoFs are predominant in the realisaifthe task.

Ky(®)

KA®)

(& (0)

I

Fig. 4.6 An example evolved RBFN for a forced synergy networkhe three-dimensional condition.

Imposing linear synergy increases evolvability of solngioA possible explanation for this
increase in evolvability is that such solutions are diseftthctionally beneficial for solving
the motor task. If this was the case, an increase of linearitprque relation could be
expected as a result of evolutionary advance in the (mdnoBind modularised) CTRNN
controllers. Figure 4.7 (A) shows a measure of synergy im#tevorks that were not forced
to act in synergy (i.e., the sum of squared error from lingaresyy, i.e., perfect scaled
co-activation across time, in these types of networks chamgross evolution in the best
individuals evolved for both the two- and the three-dimenal condition (average across
five evolutionary runs). In the two-dimensional conditithere is a tendency to reduce this
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error, i.e., to get closer to linear synergy, as performamceeases. In the agents evolved
for the three-dimensional networks, in contrast, linearesgy and performance appear to
be completely unrelated.

(A) (B)
T — 4
2 0.8
510
o 2wo.s
W 10} y 0.4
Q720 40 60 80100 300 500 0> 3
10 1.5
510 v
8 ik <05
NLU 10k » - -0.5
d i ‘ 2 1.5
0 20 40 60 80100 300 500 0 40 & ML
time e

Generations

Fig. 4.7 (A) Sum of squared deviation from linear synergyasrgenerations in the two-dimensional (top) and
three-dimensional (bottom) networks. Solid: unconsedjrdashed: modularised; average across five evolutions.
(Note nonlinear scales) (B): a two-dimensional monolifBiERNN controller (bottom) applies a similar strategy
as a RBFN forced synergy controller, yet the peaks in joitivaiion are temporally displaced, breaking synergy.

The modularised CTRNN controllers are on average much lesgepo exhibit linear syn-
ergy (note logarithmic scale), even if there is a lot of vaciin this variable. The reason to
investigate this network architecture and compare it tatb@olithic CTRNN controllers
was that, if linear synergy was a generically good stratagkie task, this relation between
the joint torques could have been implemented even withoeaal structure controlling
it, instead exploiting the environmental dynamics to aehieoordination. Given the ex-
ploitation of the environmental link for joint control ugjrpassive dynamics described in
the previous Sect. 4.3.2, it is clear that the simulatiordud®es, in principle support ex-
ploitation of environmental dynamics. However, linear asgies without a neural basis
did not evolve. Also, being more disposed through neuraheoctions to coordinate joint
torques does not appear to provide the monolithic CTRNNrotiats with an evolvabil-
ity advantage (cf. Fig. 4.4 (A) and (B)). All these findinggygest that the magnitude of
deviation from linear synergy is not an essential charatteiof a successful solution.
Figure 4.7 (B) shows how a monolithic CTRNN controller in the-dimensional scenario
applies a very similar strategy as a controller that is fdrmeact in linear synergy. The
CTRNN controller emits motor signals to the two joints witsleght delay, as also repre-
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sented by the loop in thle/Ms map. Such temporal displacement disrupts linear synergy
as defined earlier, but this does not impact negatively ofopaance.

4.4 Discussion

The model abstracts strongly from the human original. Tioeeg the model cannot be
seen as a descriptive model in the traditional sense thatroanide insight about the func-
tional role of certain physiological features. Howeveeg, ghoofs of concept and hypotheses
for further empirical experimentation it produces are infative. Firstly, linear synergies
could not be found to be the outcome of an unconstrained gwphry search process.
Also, disconnecting controllers for different joints didtrprovide a disadvantage in evolv-
ability compared to monolithic networks controlling bothirjts. This suggests that the
mere possibility of implementing systematic relationshiigtween effectors in a network
does not provide a selective advantage.

On the other hand, imposing the constraint of linear synstigyngly improves evolvabil-
ity of viable solutions, even if the functioli;(¢) that specifies the relation between the
joint torques is a simple linear function (Eqg. (4.1)), buervmore so if this relationship
is represented as a RBFN (Eg. (4.2)) that allows to define roomgplex and continuous
functions of angles. The division of control into scalinglayeneration of a motor signal is
suitable for evolutionary search in the given task. It isvbaeer, unclear what exactly this
benefit consists in. When analysing the ruggedness of thresfitandscape around success-
fully evolved individuals, no differences between the eliéint conditions could be shown.
(Decay profiles when applying mutations of increasing magieir had very high variance
across controllers, immaterial of controller type, eveaviérage levels of performance were
comparable).

Arguably, the most interesting result from this model istthath a complication of the
parameter space (i.e., adding more DoFs) and a simplificafithe parameter space (i.e.,
forcing linear synergy) have provided independent evohary advantages. Thinking of
the search space in humbers of parameters evolved (tabligy.irt B), it turns out that
both the best configuration (three dimensions, RBFN synemg the worst configuration
(two dimensions, monolithic or modularised CTRNN) are iteimediary range of evolved
parameters. Improving evolvability is not a matter of sogiip or scaling down the search
space, but ofeshaping the fitness landscapes tasks and robotic platforms become more
complex, ER must produce appropriate reshaping techniqueesffold the search process
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and thereby solve the ‘bootstrap problem’ (Nolfi and Floee&000, p. 13) and biology
may be a suitable source of inspiration in searching suchogpiate constraints.

The fact that both the monolithic and the modularised CTRNMNtmllers failed to evolve
linear synergies suggests that this organisation of momgsie not as such beneficial in
the given task. The dramatic increase in evolvability thapasing linear synergies onto
the movement space means proposes an explanation thatesnriore with (Zaalet al,
1999)’s conclusion that constraining the space of solgtlpnimposing linear synergy is a
beneficial pruning of the space of behavioural possibdlitee a developmental process (ar-
tificial evolution or motor development) to learn efficigntlithout delimiting movement
possibilities severely. In order to further investigates thiypothesis, it would be interest-
ing to study the phylogeny of linear synergy in evolution#vgory, or, as an extension
to the experiments presented here, to evolve the congrainbntogenetic development
(‘evo-devo’ model), hypothesising that linear synergiesid result from evolution in this
meta-task.

Another interesting finding is that in the three-dimensl@imulation, passive dynam-
ics and redundant DoFs could be shown to be exploited, whénehe two-dimensional
version, the solutions evolved appeared to be less semsitienvironmental forces. The
restriction of movement to the plane constrains behaviggssibilities much more dras-
tically than imposing linear synergies between joint t@sju

It has to be stressed that the results about the beneficalofdinear synergies do not
automatically generalise to all kinds of tasks. To the camirit is quite obvious that,
for instance, a two-wheeled robot doing obstacle avoiddacgimulation which is not
redundant in DoFs) will rely on an ongoing change in the retabetween the effectors.
There is, however, a possible analogy to be drawn to phygitdbdata again: as mentioned
in the background Sect. 4.1, evidence from studies on hurhgsiglogy suggests that
linear synergy can be broken. Possibly, such a deviatian ftos unlearned principle of
motor organisation is acquired if such variability in théaten between actuators serves
the task.

Findings on systematicities between effectors, as thewbiduitous in humans and ani-
mals, have been explored with an ER simulation model to tig&t® their function in an
unbiased way. As concerns the scientific value of ER simadatiodels for the study of
human behaviour and cognition, these theoretical insigéterate proofs of concept (e.qg.,
that a reshaping of motor space can aid a developmentalggpaehich can be tested in
further experimentation or explored further in simulatrandelling. The descriptive con-
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cept of motor synergies appears to be a useful one that carndggated into an enactive
story of motor control, even though it derives from a homdacuiew on motor control.
The exact functional role of motor synergies, however, i@esanclear.

The feedback from the scientific community concerned withanorganisation was very
positive. We communicated our results to the researchatshéd directly inspired our
work (Gottlieb and Zaal). In a follow-up study on joint tomeovaration, researchers
from the Gottlieb group refer to our simulation model as hgvidemonstrated that linear
synergy was not a control solution converged upon by an wicained [...] neural net-
work in order to reach the designated targets” (Shemaetell, 2007, p. 157) and that our
model “showed that the imposition of linear synergy as a tkineonstraint significantly
improved the ability of the neural network to evolve and fedite designated targets”
(Shemmellet al, 2007, p. 157). Also, Zaal encouraged us in personal (emaiymuni-
cation to extend the conceptual modelling work to includevgy into the model to gain
intuition about its effect, as they had left out the grawitahl component in their measure
of joint torque. It is encouraging to see that idealised ERlel®are deemed relevant by
empirical researchers working on motor control and the Wwasgtto hush critics of ALife
modelling. Despite many open possibilities to extend theaech on simulating motor
synergies, the model here presented has not been takeerfurth

Within the enactive approach, no clear boundary betweeh-leigel and low-level pro-
cesses can be drawn. Either way, problems of motor orgémisatd motor control are not
in any obvious way related to our symbolic capacities, Heyel cognition or human expe-
rience. As outlined in chapter 2 Sect. 2.4, embodied andmjca approaches are some-
times criticised to be confined to such low-level behaviddwotor control is an area where
embodied thinking is nearly inevitable not a computatimtatronghold, a presumed ‘rep-
resentation hungry’ problem. The following modelling angberimental chapters address
guestions that are, arguably, gaining grounds in areasitbatt present underdeveloped in
enactive cognitive science.
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Chapter 5

An Exploration of Value Systems Architectures

The previous simulation model of motor synergies is a vepliad model, whose results
immediately relate to empirical science. This very targilvy of using ER simulation
models gives an example of the potential of simulation motehenerate proofs of con-
cepts and to illustrate logical and mathematical state$faif deyond our cognitive grasp.
By contrast, this chapter presents a simulation model whesmdts are of a more general
and theoretical nature. It investigates the conceptualdioess of arguments proposing a
certain type of control architecture for life-time adajiat The architecture modelled is
very wide-spread and features a ‘value system’ for selestiped behavioural learning.
The term ‘value system’ is borrowed from Edelmatnal.'s work (e.g., Sporns and Edel-
man, 1993), but the idea is much more generally applied. helation model illustrates
some of the implicit premises that underlie this kind of detture and demonstrates that
the adaptive capacity of such circuits can break down inetldeop agent environment in-
teraction, if no additional mechanisms to secure intacttioning are in place. The results
from the model presented in this chapter have been parpalbjished in (Di Paolet al,,
forthcoming; Rohde and Di Paolo, 2006).

The background Sect. 5.1 introduces value system architectand reductionist ap-
proaches to value. The model and its results are present8dats. 5.2 and 5.3. The
discussion Sect. 5.4 evaluates the results with respebetramed question. Section 5.5
contrasts the analysed reductionist approach with ideasittmomous sense-making and
inherent valence in the enactive approach that we presentBdPaoloet al., forthcoming;
Barandiararet al., 2009), before Sect. 5.6 draws the overall conclusion aegares for
the following models by coming back to the methodologicahtie of the book, i.e., how
computational methods (in particular ER simulations) clritfeir niche in an enactive
cognitive science.

85
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5.1 Value Systems

5.1.1 Reductionist Approaches and Value System Architectures

In representationalist approaches, the symbol is sepHirat® its meaning — theignifiant
from thesignifie — processes are notherentlymeaningful, but are syntactic and become
interpreted, as explained in chapter 2. The question of tiggnoof values thus has to be
approached by looking for a process or enéiigernalto the syntactic ‘cognitive’ process
itself that provides meaning for the computational tokeldsny reductionist approaches
refer to natural selection and survival of the fittest in Diaian evolution as an inherently
purposeful process that ensures that information pratgésset up in a way that promotes
genetic proliferation (e.g., Millikan, 1984): behaviosrmeaningful only in so far as we
can explain how it helped our ancestors to survive and rem®th the African savannah.
This extreme reductionist perspective just sketched casebr as one pole of a spectrum,
in which a purpose precedes the living organism, a concdlptica priori semanticshere.
This pole is in strong opposition to the enactive approacthtiich evolution is an essential
factorshapingthe levels of mechanical processes that generate meanipés not pro-
vide meaning itself. There are intermediary positions leefwthese two poles that try to
follow a third route, assuming that some, but not all meatsrdetermined evolutionarily.
A group in the intermediary range of this spectrum are theapnents of ‘value system
architectures’. The term is taken from Edelrmetral’s (e.g., Sporns and Edelman, 1993)
Theory of Neuronal Group Selection (TNGS) but the kind oh#terture discussed is much
more widely used than this label. The term ‘value systemitctures’ in this context de-
notes all those models that assume the existence of dedljgatts of the cognitive/neural
architecture that have a representation of value and,ftrerecan supervise learning inter-
nally, such that behavioural change is for the better.

An important feature of such architectures is that theseerys are functionally and struc-
turally isolated from the behaviour generating parts ofahghitecture. In many contexts,
talk about value systems may be more metaphorical, i.en gagigh there may be some
functional differences in local structure, no strict segian is presumed. However, re-
search in Al and robotics has taken inspiration from sucbriles and, frequently, circuits
with a strict separation of the value system from the behagenerating systems has been
implemented in self-supervised learning architectureg. (&porns and Edelman, 1993;
Verschureet al,, 1995; Snel and Hayes, 2008).

1At least in some context, this seems to be true for TNGS as whlith, in the first instance, is a neuroscientific
theory.
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Value systems are modules that generate a bipolar perfaerggnal to evaluate senso-
rimotor behaviour, like an internally produced feedbaghal for reinforcement learning.
Sporns and Edelman define value systems as neural modulasdtalready specified dur-
ing embryogenesis as the result of evolutionary selectimmuhe phenotype” (Sporns and
Edelman, 1993, p. 968). In a quasi evolutionary processlettrg the ‘fittest’ behaviour,
such internally generated reinforcement signals diréeitime adaptation (‘value-guided
learning’): a value system for reaching, for instance, woboécome active if the hand
comes close to the target.

This kind of architecture is very popular with sceptics @ traditional paradigm who argue
for more embodiment and situatedness. For instance, SpathEdelman see this kind of
an architecture as a solution towards problems of anatémichbiomechanical changes
that are described as “challenging to traditional companal approaches” (Sporns and
Edelman, 1993, p. 960). Pfeifer and Scheier, two pioneeth®fsituated and embod-
ied approach in Al, argue that “if the agent is to be autonosrand situated, it has to
have a means of ‘judging’ what is good for it and what is notclsa means is provided
by an agent’s value system” (Pfeifer and Scheier, 1999, p) ahd present (Verschure
et al, 1995)’'s implementation of a TNGS architecture as the waydéod in autonomous
robotics.

However, there are problems with assumingaariori separation of behaviour and value.
Function is reduced to a local mechanism that representsaunation function and the
design of this evaluation function is conveniently push&dmevolution. The point this
chapter aims to bring across is very similar to (Rutkowslég7)’'s argument that “[in-
creased] flexibility requires some more general purpode sfyvalue” (Rutkowska, 1997,
p. 292) than a value module could provide. She believes thlaewystem architectures
cannot explain adaptivity as a general phenomenon, evaluéwuided learning circuits
may work in specific cases. We summarise her view as follows:

“She laments their vulnerability and their restrictive sernics consequent to the built-in
evaluation criteria. A similar limitation is pointed out Bfeifer and Scheier, who describe
a ‘trade-off between specificity and generality of valueteyss’ (Pfeifer and Scheier, 1999,
p. 473): A very specific value system will not lead to a high réegof flexibility in be-
haviour, while a very general value system will not constithie behavioural possibilities
of the agent sufficiently” (Rohde and Di Paolo, 2006).

Rutkowska goes as far as posing the question as whetherasyatem is a “vestigial ghost
in the machine” (Rutkowska, 1997, p. 292).
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Drawing a box and labelling it ‘value system’ seems remieig®f first generation cogni-
tive psychologist ‘boxology’. It does not appear suitalddte post-cognitivist embodied
and dynamical enactive approach outlined here. The kincc@a$aning associated with
value system architectures bears traces of homuncularityguming that what is good can
be specified and represented as a fungbi@factum As such, value system architectures
suffer, in a miniature version, from those problems idegdifio result from the computa-
tionalist paradigm in chapter 2, Sect. 2.1: rigidity, setralimitations, incapacity to deal
with open-ended real-time changtc.

Why would researchers sympathetic to embodied approadeesuch a boxologist model
of values? Decades of exercising a computationalist metbggt persist in the language
used to formulate questions and this makes it very diffiaufutly let go of the baggage
of implicit premises. It requires a constant attention tohsissues to avoid postulating
vestigial ghosts in the machine. Nobody disputes that naxist across individuals of
a species that result from natural selection. But there Fsraline between arguing that
these norms are built in as parts of the mechanism, whicldisctenist, and investigating
the mechanism that gives rise to such norms that manifeseiretational and behavioural
domain, which is not reductionist.

What does this mean for the architectures described? It sitbanthe problems are not so
much rooted in the circuits proposed but in calling parts afvalue system’ and asserting
that their meaning is built in by evolution. Where the pagadatic confusion becomes
important is when researchers take their labels of the itirditerally, when they confuse
functional correlates with functional causes and propleatehy placing value systems into
a cognitive architecture, the problem of life-time adaptatis practically solved. The
simulation model presented in this chapter illustrateshjos serious such a confusion can
really be. Such confusions about a complicated state dfsiffan be very subtle, and many
researchers concerned with concrete scientific problerttgein daily routines, untrained
in philosophy, may not be aware of there being a problem at all

5.1.2 Value System Simulation

The simulation model described in this chapter illustratesconsequences taking a re-
ductionist approach seriously. ER simulation models ardqudarly suited to investigate
in an unbiased way the relation between function and meshgrbiecause this relation is
not pre-specified but results from automated search (cpteh®). (Yamauchi and Beer,
1994) address a similar problem in their evolution of leagnin a fixed weight CTRNN
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(this work on learning in fixed weight controllers was exteddy, e.g., Tucet al,, 2002;
Izquierdo-Torres and Harvey, 2007). These studies show deseciative learning be-
haviour is evolved in fixed weight controllers, refuting timuition that fast time scale
behavioural function and slow time scale modulation of fiisction have to be imple-
mented by separate mechanisms (i.e., neural activity vsamic plasticity). These stud-
ies show that phenomena that are distinct on a behaviowell ieed not be realised by
separate dedicated functional mechanisms. The simuleggrits presented here provide
a similar proof that such a functional and structural sefpamds nota priori necessary,
or even beneficial. It thus aims to clarify the implicatiorfstaking a reductionist and
computationalist-representationalist stance towardsptioblem of value or an enactive-
embodied approach on the issue. By pointing out the diftexerbetween the two, the
model aims at resolving the kind of paradigmatic confusiesatibed above.

The results demonstrate how in value system architectbeggroposed functional separa-
tion and localisation can lead to break-down of the adatiireciples, at least if no further
mechanisms or constraints for ensuring stability are imgleted. Taking the idea seriously
that a local pre-defined structure generates meaning fotremwise merely syntactic and
value-agnostic architecture, it results that there is np twanake sure that the value sys-
tem keeps working properly, that its input and output chéae not get re-interpreted in a
variable sensorimotor context. A value signal that is ditegmbolic in that it is arbitrary
with respect to the meaning it bears could mean anything lamdtructures that obey it
in performing adaptation have no way of telling what is wrosge termed this gradual
change in meaning through gradual change in sensorimotexisemantic drifff Rohde
and Di Paolo, 2006; Di Paolet al., forthcoming).

The thrust behind the idea of pre-coded values is based oprédseimption that there is
a pre-specified and context-independent isomorphism leettie function represented in
the value-module and what is genuinely good or bad for tharusgn, and that value-
guided learning modulates the structurally and functilyredparate sensorimotor systems
top-down. Proposals of value systems are based on evidemwenfeuroscience about
certain cell assemblies (e.qg., in the brain stem and thadisystem), whose neural activity
modulates synaptic changes in the cortex. These asserhbliesa tendency to become
active when salient events in the environment are beingrebde Such neural systems
are postulated to implement a value system for certain itér@i value-guided learning
(Edelman, 2003).
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What can we conclude from such correlated activity? Thedirstlation model presented
(Sect. 5.3.1) evolves agents to perform simple light-segkiehaviour (phototaxis) and
to generate a signal bearing the characteristics of ‘vajgems’, i.e., to correlate neural
activity with behavioural saliency/success. In the cas¢hefevolved agent this means
fitness. This signal is not yet embedded into the architegttis just a value output signal
(see Fig. 5.1 (B)). This model aims to investigate what wéyean infer about functional
localisation from correlated neural activity.

(A) Value Guided Learning: The Idea (B) Embodied value signal generation
WORLD — 3./ Value _ Value
Information System Modulation System
(Perception) (Learning) ('
Behaviour Generating Behaviour Generating
Q System *) Q System
WORLD WORLD
(Action-Perception Loop) (Action-Perception Loop)
© Value Guided Learning (embodied) (D) Enactive value appraisal
Value

System
Self Sustaining
Dynamical Process(es
Behaviour Generating ~y-_ [ [} _( —)/
System
WORLD.

WORLD (Action-Perception Loop)

(Action-Perception Loop)

Fig.5.1 Anillustration of different views on values. (Aje-system architecture. (B): embodied value system
(first simulation model). (C): value-guided learning with @mbodied value system (second simulation model).
This simulation shows how, if an embodied value system (gB)is introduced into value-guided learning (as
in (A)), semantic drift corrupts the adaptive circuitry. ){dalue emergence in the enactive view -values are not
localised in a neural module, they emerge from a self-suistgimaterial process of identity generation.

In value system architectures, value systems provide tegdr internally supervised life-
time learning (see Fig. 5.1 (A)). In the second part of theusittion study (Sect. 5.3.2), the
value system evolved in the first part of the simulation stisdysed to implement a value
module in a kind of life-time learning through ‘neural Danigm’ (see Fig. 5.1 (C)). In this
particular simulation, artificial evolution is seen as a apéior of ontogenetic change, not
of phylogenetic evolution. This model investigates whaipgens to the proposed circuits
of value-guided learning if embedded in closed loop inteéoac The results show that the
behaviour quickly gets worse as a consequenaeofantic drift
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It is important to stress that this way of using a GA and ER &ition as an analogy for
neural Darwinism is inspired by the neural Darwinism pragbby Edelmaret al., but
differs substantially in its implementation. TNGS prop@&sarwinian-style evolution as
principle of neural organisation (Edelman, 1989, p. 242k the output of value systems
serves as criterion for selection of neural assemblies.a@yaconnections participating
in the constitution of ‘good’ behaviour are strengthenedhisTprocess is akin to natural
selection. However, TNGS puts much more emphasis on sateafithe fittest from a large
but invariant repertoire of neural populations, not on iegting the Darwinian principles
of heredity and mutation. Even though the circuits propasegart of TNGS fall into the
much larger class of ‘value system architectures’ undehstihey are not the most typical
example.

The model investigates the question of the possible funatimle of ‘value systems’ in a
deliberately minimal toy-like set-up. It does not aim to mbectual brain structures. It
just serves to illustrate a conceptual argument of whaetated activity can meain prin-
cipleand what follows from the core assumptions underlying vajtstem architectures
principle, if no additional assumptions are made.

5.2 Model

A circular two-wheeled agent of four units diameter is eealto seek the light (phototaxis)
and, at the same time, to generate a motor signal that ctaseldth its behavioural success
(in analogy to a value system). Behavioural success is me@ss relative distance from
the light source.

In the second experiment, the internally generated valgieasievolved during the first
experiment is used as reinforcement signal for continuediuden of behaviour. This
continued evolution is an analogy of value-guided neusaiiag.

The agent is controlled by a CTRNN (see Eq. (3.2)) whose tstraci.e., the connectivity
C and the number of hidden neurons) is partially evolved. @otians to input neurons or
from output neurons are not permitted. Input neurons cajegtrto output neurons and to
hidden neurons, hidden neurons can project to other hidelerons and to output neurons.
The network has two input neurons and five output neuronif$gion below) and can
have varying numbers (0-5) of hidden neurons. The existeno®n-existence of hidden
neurons and neural connections is determined if the casrelipg valuex in the artificial
genome are > 0.7 andx > 0.6 respectively (i.e. gene interpretation using step fomsi).
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Evolution is implemented with the GA presented in Sect. 1@ wector mutation with

r = 0.7. Most evolutionary runs lasted for 2000 generations. fRatar ranges anaij €
[-8,8], & € [-3,3] andT; € [16,516].

The agent has two light sens@isg with an angle of acceptance of I8Which are oriented
+60° and —60° from the direction in which the agent heads. The sensor ttiem is
subject to uniform directional noisg € [—2.5°,2.5°]. Their activation is fed into input
neurons by r(t) = Sg- S Rr(t) with the evolvedss € [0.1,50| andS_r(t) =1, if the light is
within the sensory range at timm@ndS_g(t) = 0 otherwise. Théinary activation of light
sensors makes the fitness estimation non-triaslthere is no direct signal present in the
sensory inputs that represent distance from the light sol@g., light intensity). In order
to generate a motor signal that corresponds to behavioucakss, an active perceptual
strategy has to be evolved.

The motor velocities are set instantaneously at any tilmev, r(t) = Mg(o(a 1 ri(t)) —
o(a2r(t)) + € whereMg is evolvede [0.1,50] anday 112 r1 R is the activity of the four
motor neurons generating the velocitye [0,0.2] is uniform motor noise. A fifth output
neuronnys generates the performance estimate) = o(aus(t)) which, during the first
experiment, is evolved to represent the present distantteetbight source relative to the
starting distance to the light source (fitness function ER)j.

In every evaluation, the agent is presented with a sequendesdight sources that are
placed at a random angle and distadce [40,120 from the agent. Evaluation trials last
T € [30004009 time steps. They are preceded Bye [20,120 simulation time steps
without light or fitness evaluation, to prevent the initiaiilding up of activity in the esti-
mator neuron from following a standardised performanceeutach light is presented for
arandom time periotl € [% —100, % +500 time steps. The network and the environment
are simulated withn = 1.

The fitnesd=(i) of an individuali is given by

F(i) = Fo(i)-Fe(i) +eFo(i) (5.1)

whereFp(i) rates the phototactic behaviour aRgli) rates the fitness prediction. The co-
evolution of light seeking and estimation of performancegshe product of both terms
is difficult for evolutionary search to generate from sdnafeoisy). The product of these
two terms, rather than a weighted sum, was chosen becauseabfhaxima in the fithess
landscape. It was too easy to trade off these two critenip, ®. just evolve light seeking
and a ‘good enough'’ fitness estimation curve (monotonidadiseasing, but not sensitive to
ongoing behaviour). The product forces the GA to come up siitlitegies that solve both
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problems. The second terfa = 0.001) is included to bootstrap the evolutionary process
by minimally rewarding light-seeking behaviour over nosiete behaviour.
Fp(i) is given by
o 1-P2 0 d(t)
FD(|) = T %maX(O,l—m) (52)

whered(t) is the distance between robot and light at timendty is the time of the last

displacement of the light source, i.e., the reduction dfedise is integrated over the trial.
P= %2528 %&’Rm integrates the difference in velocity between the wheetstans
discourages turning.

As stated above, it was technically difficult to evolve datitory online estimation of per-
formance. Online measures of performance are anti-priop@itto the relative distance
to the goal at any point (in analogy to Eq. (5.2)). There axgalrsolutions to the prob-
lem, such as constantly outputting the fithess average adyslouilding up activity in
the estimator neuron, that correspond rather well to thdwgladecrease of distance that
characterises successful light seeking. To force a morbistigated strategy of online
performance estimation, terms rating both the absoluted#trvalue and its change were
combined. Also, performance estimation was only rewar@i&dpiredicted performance
better than the average across a trial. A long process oatrerror led to the following
mathematically somewhat complicated equatiorFe(i):

e = max(0. 8L ZEED ) (o SOI BT ) g

with e(x,y) the sum of squared errefx,y) = 3§ (x(t) — y(t)). d is the average od(t)
during each trial.d(t) andE(t) are the derivatives ad(t) andE(t) averaged over a slid-
ing time windoww = 250 time steps (interval borders for teé,y) have to be adjusted
accordingly).

Fitness evaluation is exponential acrass 6 trials as defined in Sect. 3.3, Eq. (3.5).

In value-guided learning, internal neural modules whosiaccorrelates to behavioural
success provide feedback for online learning processesh &Sualue system was evolved
in the first simulation study. To implement this idea of vafuéded learning, the fithess
functionF in Eqg. (5.1) is substituted for the value signal (distancémeses)E in the
second simulation, such that

F(i)= %E(t) (5.4)
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5.3 Results

5.3.1 Co-evolution of Light-Seeking and Fitness Estimation

This presentation of co-evolved light-seeking and fithestgration behaviour is not con-
cerned with evolvability or a variety of strategies evolyad for most other ER models
presented in this book. Instead, it focuses on the thorounglysis of one example agent
as a paradigm case. The control network evolved for thistagemrry effective yet simple
and illustrates well the theoretical argument.

The network controller evolved to control the two-wheeledidated agent is extremely
simple, but astonishingly good at estimating how close thenais to a light source, de-
spite the minimal sensory endowment (two light sensors iging on-off signals) and the
consequent ambiguity in the sensory space (i.e., any sepsdtern could occur at any
distance from the light source). Even though there was tlssipitity for the GA to exploit
nonlinear dynamics and network states as memory, the evaestroller has no hidden
neurons, recurrent connections or slow time constantscefdre, its behaviour hardly re-
lies on internal state and its complexity is minimal, evethin the already restricted range
of possibilities.

S, |s.

Value
System?

Fig. 5.2 The controller of the agent that seeks light andresdttis its distance from the light8 (n neurons,
dotted lines interneural inhibition, solid lines intern@uexcitation.) The grey line demarcates the sub-system
responsible for generating the value signal.

As a consequence of the absence of recurrent connectiortiddeh neurons, the neural
sub-structure that generates the value signal is strulstusalated from the rest of the
network dynamics (apart from being fed by the same inputaves)r just like a value system
in value system architectures for learning (see encircltedifg of three neurons in 5.2).
This strict modularisation of neural substrates for eviadusand for behaviour generation
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had not been built-in, but the fact that it resulted from theletionary process makes the
analogy with value system architectures even stronger.

To understand the evaluation function the value module emgints, first, an open-loop
analysis was conducted. In the absence of light, or if thevoidt receives input only on
its right light sensor$ = 1,5 = 0), it estimatesE ~ 0. If light is perceived with both
sensors, it estimatds~ 0.5, and if the network receives input only in its left light sen
(SR =0,S_ = 1), the estimate reaches its maximuntof: 0.8. The judgement criteria of
this value system can thus be described as ‘seeing on theykefis good, seeing on the
right eye or not at all is bad’. Taken by themselves, thesesrdb not make sense.
Nevertheless, Fig. 5.3 (B) (bottom two plots) shows thahlgt) andE(t) (dotted lines)
follow with surprising accuracy the actual valud$) andd(t) (solid lines), particularly if
we remember the poor sensory endowment of the agent.

12
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Fig. 5.3 (A) Successful light seeking trajectory for fouegentations of light sources. Arrows indicate the
punctuated turns during= 2200— 2700 (see text). (B) The evolution of different variablegiotime in the same
trial (Top to bottom:§_r, v R, d(t) vs. E(t), d(t) vs. E(t)).

In order to explain how this accuracy in estimating the pen@ance is achieved, it is nec-
essary to take into consideration the agent’s light see&irggegy (Fig. 5.3 (A) and (B)).
The agent’s phototactic behaviour is realised by the ndtwanus the estimator neuron.
In the absence of sensory stimulation, the agent slowledrerward, slightly turning to
the right. Thereby, it draws a circle that will eventually keahe light source appear in its
visual field, entering from the right. ¥r = 1 andS_ = 0, the ‘brake’ on the left motor
M, is released and induces a sharper turn to the right. This srteahthe light eventually
crosses into the centre of the visual field of the agent,$%¢e= 1 andS_ = 1, which trig-
gers the agent to release the ‘brakes’ on both wheels anelalrivost straight, only slightly
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drifting to the right. This right drift in the near straighparoach behaviour means that the
light source repeatedly disappears from the right senaoigte of acceptancé&t = 0 and

S = 1), which induces a sharp turn to the left that brings thetlggurce back into the
range of the right light sensof{ = 1 andS_ = 1). Once the light source is reached, this
sharp turning to the left results in circling anti-clockeiaround the light source, as this
ongoing sharp turning to the left does not bring the lightrselack into the sensory range
of Sr. In combination, these phases lead to the following sequehbehaviour during the
approach of a single light source:

(1) A scanningturn to the right, un§ = Sx=1.

(2) A quick approach of the light from the right side, bringithe light source in and out
the sensory range @&y (cf. the rhythmically occurring drops of sensory and motor
activity in Fig. 5.3 (B)). This strategy results in the chiamp of nearly straight path
segments in the approach trajectory, separated by puretutairns (arrows in Fig. 5.3
(A).

(3) Counter-clockwise rotation around the light sourceimtymwhich the light source is
perceived with the left sensor only.

Knowing about this light seeking strategy, it is much easieunderstand how the ‘value
system’ achieves a correct estimation of the distance: pipeoach behaviour only starts
when the light is in range of the left light sensor, and thisseg remains activated from
then on, which explains the positive response to left seastivation§ =1. § =0, on
the other hand, implies that the light has not yet been ld¢atich only happens in the
beginning of the trials if the agent is far away from the ligbtrce, henc& ~ 0. The
right light sensor is activated during the approach trajgctout not once the light source
is reached. Therefore, it mildly inhibits,s which results inE =~ 0.5 whenS = S = 1.
An additional level of accuracy during approach behavisachieved by keeping the light
source at the boundary of the right sensor’s sensory ranggpsoaching the light at an
angle from the right: the closer the agent is to the light seuthe larger is the angular
correction necessary to bring the light source back intsetssory range and, therefore,
the longer the intermittence in right sensor stimulatiae(kig. 5.3 (A), little arrows, and
(B), oscillations in sensory input and estimation). Thiplies that, on average, the fitness
estimate is higher the closer the agent is to the light sobeeause the right sensor, which
mildly inhibits the performance estimate, is switched aff fonger intervals. When the
agent has reached the light source and cycles aroud#,0 andS_ = 1, and the value
system produces its maximum estimgte- 0.8, expressing that the light source has been
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reached. The system thus has constructed a relative déstmmsor from the two light
sensors that were given.

This phase of the simulation had mainly been intended toigeahe basis for the second
part of the simulation, i.e., an agent that generates ainds&haviour and a signal that
represents behavioural success (value signal). How¢denrrionstrates an important theo-
retical point in itself: a value signal that correlates th&&oural success, even if it is gen-
erated by a neural structure that is modularised and nadiné the systems that generate
motor behaviour, is not necessarily disembodied and eadplécoutside the sensorimotor
context. This is interesting with respect to the questionairal correlates of behaviour:
a neural assembly that generates a signal that correlatiesoefavioural success is not
necessarily solely responsible for generating this signan if the neural structure is fully
separated from the structures that generate sensorimaghaviour. The external closure of
the sensorimotor loop can contribute a link that is missingeural connectivity.

Another event worth discussing in the trial depicted in FH@ (A) and (B) occurs after
the last displacement of the light sourtex(2800): as the displacement happens to bring
the light source into the left visual field of the agent, it iedinately enters the oscillating
approach mode and its estimate therefore poorly correspmnthe actual distance mea-
sure which drops to 0. This dissonance can be seen as a pdssibitable error due to
the minimalism of the sensory equipment of the agent. Howegudting oneself ‘in the
agent’s shoes’, it could also be interpreted as the sujitgradrthe evolved estimator over
the distance measure as a measure of performance: the abhyplaigh output expresses
the agent’s justified optimism to be at the light source sedrich is not reflected in the
distance fithess measufg (i), which evaluates distance independent from the oriemtatio
of the agent and what it implies for behavioural success.

5.3.2 A Caricature of ‘Value-Guided Learning’

In explaining the mechanisms of life-time learning, thepmoents of TNGS (e.g., Edel-
man, 1989; Sporns and Edelman, 1993; Edelman, 1987) methiofollowing key com-
ponents

(1) A neural assembly whose activation correlates to sajiefievents (value system).

(2) Neural selection based on Darwinian principles thatuglgd by the activity in the
value system.

(3) The possibility for value system learning supervisedhigher order value systems.
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In this sense, TNGS is a typical example of a self-superisaching or value system ar-
chitecture, by explicitly separating the value system,dblection process and the neural
assemblies that generate behaviour. Many real robotic lmadeng this kind of architec-
ture implement only (1) and (2) (e.g., Sporns and Edelma®3;19erschureet al,, 1995).
The argument here is that the third point, i.e., a mechartistnensures that the value sys-
tem works properly, is really the most important and the ndd$tult part of this kind of
adaptive circuit — the only really adaptive part. Therefateowing that (1) and (2) work,
given that the experimenter takes care of (3) by providingagimmeaning sensor, does
not explain or show very much about adaptive behaviour. Teetranisms underlying (3)
are the most vague, and implementations of value systentectires do not even attempt
accounting for the principles that make value systems wséction 5.4 will come back to
this issue.

The model simulates the logical consequences of the destdlocuits if implemented
without list item 3 in place. In this simulation, the evotuii of the robot controller is
seen as the analogue of ontogenetic learning of sensorimiotoitry, guided by activity
of the value system. The GA is seeded with a population of ticeesssful individual dis-
cussed in the previous Sect. 5.3.1. The only parameterg¥bhte in this experiment are
the strengths of the three synaptic connections from senieanotors (behaviour gener-
ating sub-system; cf. Fig. 5.2). The fitness measuis substituted for the performance
estimateE(t) (Eqg. (5.4)). It is important to notice that, in this set-upe tvalue system
does not evolve, it just guides the evolutionary change @ttimaptic weights to reinforce
whatever behaviour leads to a high performance estiféte This top-down modula-
tion by a localised value system is at the core of what has escribed as ‘value system
architectures’.

Figure 5.4 (A) illustrates how this ‘value-guided learriingsults in a complete deterio-
ration of phototactic behaviour within 50 generations (gt (B)). Behaviour is altered
to driving around the light source in large anti-clockwisecles, not approaching at all,
which results in a deterioration in both compondriéi) andFe(i) of the fitness function,
even though the value judgement, which used to be correldtbdehavioural success, is
maximally positive.

This deterioration is a consequence of closing the senstointoop on both, the value-
judgement, and the learning. As analysed previously, theevdgement relies on an
active perceptual strategy. In a variable sensorimototesttywhat the ‘value system’ re-
wards is simply activation of the left light sensor but not tight (cf. Sect. 5.3.1). The
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Fig. 5.4 (A) Light-avoiding trajectory of an agent after 56ngrations of ‘value-guided learning’. (B) The
degeneration of light seeking performarige (solid line) and estimation performanég (dotted line) over gen-
erations (learning) for the same experiment.

5.4 Discussion

Value system architectures, as many related architecpuogosed, presume an informa-
tionally encapsulated rigid structure to provide a meafugjgnal for an otherwise mean-
ingless process. Findings about brain areas whose aativitglates with salient events in
the environment are interpreted as evidence for the existefisuch value systems in the
nervous system. The present simulation models show thatdhsoning is not stringent:
in the first experiment, it is shown that even a modularisednbarea that is not directly
connected to the behaviour generating neural subsystemdegend on sensorimotor dy-
namics through indirect linking via the agent-environmieé¢raction. It ‘measures’ or
‘computes’ value using an active perceptual strategy. érstitond simulation, it is shown
how, as a consequence of this embodied strategy, a gracargjelof the behavioural con-
text induces a gradual change in judgement capacity. Thavimlral plasticity that the
value system itself supervises corrupts the value systeiigement, which, in turn, leads
to a divergence from the desired sensorimotor behaviouraaneven more pronounced
change in value judgement. This phenomenon, which is atdietsequence of the exis-
tence of reciprocal causal links between value system alnaMi@ur generating systems, is
what is referred to as ‘semantic drift’.

The functional integration of embodied behaviour in valudgement undermines the very
concept of a value system as a top-down modulator. We campetesuch a circuit to
work immaterial of plastic changes in the environment aredktain, even if, locally, we
can describe neural activity as a correlate of meaningfehes: In this sense, the simula-
tion can be seen as an illustration of the problems assdaidtk ‘hybrid’ architectures that
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feature a central symbolic ‘cognitive’ control circuitrg@dperipheral systems that work ac-
cording to more embodied principles: “If a full-blown ghasthe machine has difficulties
dealing with the variability of the external world, why waluh vestigial ghost in the ma-
chine not face the same difficulties dealing with the valigbdf its bodily environment?”
(Rohde and Di Paolo, 2006). A local neural circuit impleniggta mapping cannot be
functionally evaluated in the open loop outside the behawalcontext, because a complex
nonlinear dynamical system cannot be expected to act (aippately) like a linear system
that interfaces this system with the world.

The point is not to deny that value system architectures aank i/ there are additional
mechanisms insuring that everything goes alright. As roewtl earlier, there is evidence
about correlation between brain activity in certain nearatiules and salient events in the
environment (even if the existence of this correlation doetsa priori explain anything
about its function), and, if this signal is reliable, thesenb reason to doubt that it could
modulate behaviour. It has to be asked, however, if expigitiie mechanisms to maintain
the generation of a meaningful value signal is not ultimetiet lion share of the explana-
tory work, which is conveniently pushed off.

(Sporns and Edelman, 1993) conjecture that “differentevalgstems interact, or that hier-
archies of specificity might exist” (Sporns and Edelman,3,$0 969). The proposal here
seems to be that the maintenance and adaptation of valiersyshould also follow the
principles of value-guided neural Darwinism. In the citexper, this recursive application
of value-guided learning circuits is not explicitly mod=ll The intuition is that such a
meta-value-guided learning leads teegressus ad infiniturar, otherwise, require a magic
(homuncular?) master-value system to end this regress.
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As stated earlier, this criticism is not a criticism of TNGS particular, but of self-
supervision circuits with a dedicated ‘value-system’ imgel. Indeed, recent work by
Edelmaret al. (e.g., Krichmar and Edelman, 2002), as well as by other gg¢eyg., Doya,
2002), appears to break with the idea of neural Darwinisnuaddmental principle of on-
togenetic adaptation. They extend the proposed framewankctude other kinds of neural
plasticity and meta-modulation, proposing different ldraf adaptive circuits for differ-
ent kinds of modulatory sub-systems. These models arenm&@drby recent neuroscien-
tific evidence and are conceptually much more complex thasithple neural Darwinism
modelled in this chapter. These extensions appear to coRfithkowska’s assumption that
“[increased] flexibility requires some more general pugpsegy/le of value” (Rutkowska,
1997, p. 292) than a value module could provide.

The criticism here is a logical criticism. Such existenceqgss in simulation, even though
they teach us to be careful not to presuppose a functionaltaoty, do not exclude the
empirical possibility of such structures. Maybe there aienple criteria of saliency and
adaptiveness” (Sporns and Edelman, 1993, p. 969) thah gaiori specify what will be
good and what will be bad posteriori— but this will have to be proven empirically. Maybe,
value system functionality can be kept intact by mechanismalue system learning —
but it has to be shown and argued how that would happen rdtherto just postulate such
mechanisms. Maybe, in some instances, semantic drift aanteya problem for biological
instantiations of value-system architectures, not justfomputational models. In a far-
fetched comparison, you could think of our pleasure and gystems as value systems, and
of some forms of substance abuse as value-guided learrabgsthed astray by semantic
drift. Usually, our pleasure systems reward behaviourlleaefits our continued existence
and well-being, but if you consume euphoriant drugs, thesaits may end up reinforcing
behaviour that is actually harmful or even lethal. But thisckof mal-adaptive circuitry
appears to be rather the exception than the rule. There isutat that the identified neural
structures, whose activity correlates to salient everttsdrenvironment play a fundamental
role in value-appraisal and adaptation — but reducing vgereration to these structures
seems a category mistake, a confusion of mechanism andibahareduction that cannot
be justified on the basis of correlation alone.

To cut a long story short, the point of this model is not to disage the scientific study
of the described neural structures or to discourage the fugale system models if the
conceptual limitations are made explicit — the point is @bt confusing correlation and
causation, when measuring neural activity that correlatesalient events. By postulat-
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ing pre-specified value systems without explaining how thiegk, the explanatory burden
“[bluck [is passed] to evolution” (Rutkowska, 1997, p. 2%2)d the real question of why
something matters to the organism, in the sense outlinededioo the enactive approach,
is not addressed. Surely, there are possibilities to magkcély reductionist circuits (i.e.,
those that do not foresee an active maintenance of valuemsyfsinction) work if the re-
ciprocal causal links on the value system are cut. Therecdn@tic artifacts with a limited
behavioural domain (Verschuet al., 1995) that successfully implement the adaptive cir-
cuits proposed as part of TNGS. In these models, the valuersyisas ‘magical sensors’
or privileged access to variables in the environment, aaddtare not affected by sensori-
motor learning. But in order to be convincing as a biologtbalory of general adaptivity,
it would be necessary to specify how such rigidly wired vadystems would be realised in
a living organism that is in constant material flux.

5.5 Enactive Sense Making, Value Generation, Meaning Consiction

This chapter has focused so far on pointing out the problessscéated with localist ap-
proaches to meaning and value. The question that remait®ig:could it be any other
way? In chapter 2 and throughout this chapter, there have feferences to the idea of
‘inherent semantics’ of adaptive processes, an idea thmssrated in Fig. 5.1 (D). This
section will summarise arguments that intrinsic value caigénerated by an autonomous
organisation that preserves an identity. It recalls exasfsbm autopoietic theory and the
related literature, discussing them briefly rather thaimngithem an in depth treatment. The
idea of behaviour as sense-making is very different fromcédnist views that modularise
and automatise functions to local syntactical processg$renmodel presented previously
in this chapter illustrates how the two views are in tension.

(Weber and Varela, 2002) have been the first to explicitiyidg intrinsic teleology, nat-
ural purposes and the possibility to imbue interactions Wit environment with meaning
as fundamental properties of living creatures. They comimdeas from Kant's ‘Critique
of Judgement’ and (Jonas, 1966)’s biophilosophy in orderdgwe that autopoietic organi-
sation, i.e., self-production, self-maintenance andsgdfir characteristic of living organ-
isms, not only implies basic autonomy and identity genereirhis had been previously
argued, e.g., Maturana and Varela, 1980). Weber and Vargleedhat autopoiesis also
implies genuine purposefulness of existence and of intierscwith the environment. As
a consequence of the organism being alive, a profane migtesizess obeying the laws of
physics, like two celestial bodies colliding or water sinéiag down a mountain, becomes



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

An Exploration of Value System Architectures 103

meaningful and can be positive, negative or ambivalenteatiganism, depending on its
impact on autopoietic organisation. This captivating idégenuine intrinsic purpose of
living organisms is very central to the enactive approadhiagpresented here.

From recognising inherent purpose in a physical entity, daax, it is not a trivial step
to deduce the value of its interactions with the environmenitilst for a bacterium that
follows a sugar gradientit is quite easy to judge, based @othanisation of the bacterium,
that this is a good behaviour, it is much more difficult in mogemplex organisms: how
can we explain a smoker who likes to smoke, a lemming jumpfhthe cliff, dolphins
playing? There are clearly goals we pursue that cannotttiréfcat all, be linked to our
continued metabolic existence.

We propose to define value athé extent to which a situation affects the viability of a
self-sustaining and precarious process that generateslantity’ (Di Paolo et al,, forth-
coming). Autopoiesis, i.e., the continued self-consinrcbf a metabolising network of
processes sustaining itself in a far-from-equilibriunaation (which characterises life) is
the most prominent example of such a process. But it is nobtifyeone. More complex
forms of organisation give way for multiple levels of suclemdity generation and, conse-
qguently, to different values which may not relate to metamolor even generate a conflict
in opposing the basic metabolic needs of the organism. [&at891, 1997) explored the
idea of the organism as a ‘meshwork of selfless selves’ arttelps of life’, identifying
how, in phylogenetically more developed organisms, newlgesf autonomous dynamics
can emerge on top and alongside cellular autopoiesis. Hrs smientific work focused
on three such levels of autonomous dynamics: autopoieslisii@r identity), the immune
system (multicellular identity) and the nervous systenufnecognitive identity). Varela
identifies other levels of possibly identity generatingqasses, reaching from pre-cellular
identity (self-replicating molecules) to socio-linguisand superorganismic identity.

The important thing to notice is that these levels of autooesrdynamics (single-cellular,
multi-cellular, neural, society, ecosystems...) canxigt@nd come into conflict or synergy
in any one individual organism’s behaviour. The metaphdhefliving organisation as the
model physical system for cognition does not imply that gileng we do has to be about
survival, or has to be explained with reference to survidalbits are strong, and so are so-
cial norms, or hormonally induced desires, and the dynamiitswhich they emerge, pro-
liferate and lead to frustration or satisfaction can takelike appearance. (Barandiaran,
2007)’s notion of ‘Mental Life’ makes the explicit analoggtiveen chemical metabolical
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life and mental neuro-behavioural life, where patternseif-sustaining dynamics in the
brain are autonomous in just the same sense as metabolionketin cellular life.

The ‘scale of mediacy’ in Fig. 5.5 (due to Di Paolo; see als¢Bbloet al., forthcoming;
Barandiararet al., 2009) has been repeatedly presented in our work. It featutisting

of hierarchical levels of value generation that are paldidy interesting. In this scale,
forms of organisation are mapped to behavioural-cognitaacities. The scale has been
inspired by (Varela, 1997, 1991) and by (Jonas, 1966), wkieldp similar listings of levels
of organismic organisational and cognitive complexity.eTunderlying idea is that, with
increasingly complex forms of organisation, the semanistadce between a need and
the sign of its satisfaction or frustration becomes larget mmore mediated: sugar has a
more immediate link to metabolism (autopoiesis) than thegaion of a prey’s footsteps
in the snow (you cannot metabolise a footstep). The sen&@mactivity in using the
footstep as a sign of food is, therefore, more mediated. KMewe¢his does not mean that
a footstep is an arbitrary symbol, in a computational or desSarian sense. Its meaning
is still a direct result from the processes involved, not stemally specified convention.
Increasingly complex levels of organismic organisatidovaincreasingly mediated forms
of sense making, which imply more liberation of sense-mgldntivity from immediate
physical constraints — without ever separating the presegbehaviour generation from
the processes of meaning generation.

Going through the list from the beginning, the first impottdistinction concerns the first
three stages. These are not usually identified as distira. distinction between the first
two levels is based on (Di Paolo, 2005)’s distinction betwveere autopoiesis and adaptive
autopoiesis, in which the recognition of environmentatiemcies and according reactions
form the basis for generating value and meaning that goesnagjyst life and death; if |
adaptively regulate, this produces the possibility of ioygment, a continuity of value. A
just autopoietic entity just does what it does, is robustadyrbations to a certain extent,
but if something happens that means it dies. It never aimsprave the conditions for
its continued existence. The distinction of the third leved., of interactive regulation
and agency as an elaboration of the adaptive autopoiesisB@fandiararet al,, 2009),

is based on (Moreno and Etxeberria, 2005)’s observationrdgulation only cannot be
justly called agency. In order to call a living organism amriy they argue, it has to also
adaptively act on the environment. Adaptive regulatorsistdheir internal state in order
to improve the conditions for continued existence, not titer@al. “An example of a just-
adaptive organism is the sulphur bacterium that survivasmaabically in marine sediments
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whereas bacteria swimming up a sugar gradient would, byeviof their motion, qualify
for minimal agency” (Di Paol@t al., forthcoming).

The further stages that are included in the scale (Fig. 26¢ lheen adopted from (Jonas,
1966)'s work. He identifies the fast motility of animals ae thasis of emotions. Only ani-
mals with their fast motility can assign meaning to somegtaha distance and thus fear or
desire the remote. They act spatially, whereas simplemisges without fast motility and
long distance perception act always on the basis of the inateednvironmental and sen-
sory surface properties, even though this may involve géicadly embedded behaviour
from the observer perspective, as developed in (Baranditral., 2009). The last two
stages are reserved to humans, who, through their genexgéimaking capacity, and par-
ticularly their self-image-making capacity, gain the #@pito regard situations objectively
and define themselves as subjects. These later processas@fyeneration surely do not
only reside in the individual and its interaction with an mamment of objects but rely
heavily on processes of socio-linguistic and cultural-seffanisation.

In this listing, the consequence of a sign for the precarjgmasess that generates the
value/identity and the sign itself become increasingly rated and physically detached.
The consequence of increased mediacy is the liberation ¢$ teagenerate values: “For
instance, only a sense-making organism is capable of deodpy virtue of the mediacy
of urge and satisfaction. A bacterium that swims up the ‘sadoe’ gradient, as it would
in a sugar gradient, can be properly said to have assignadisance to a sign that is not
immediately related to its metabolism, even though it i Istiund to generate meanings
solely based on the consequences for its metabolism” (DoRaal., forthcoming). This
error can cost the bacterium its life. The higher the degfesaaliacy, the more complex it
is for the observer to interpret a sign with respect to thegss(es) of identity generation
from which its value emerges.

What does this mean for explanations of open ended adaftivithe enactive study of
value involves the study of generative mechanisms, as weedrfpr the case of autonomy
(Rohde and Stewart, 2008). New forms of organismic orgénisacan enable new and
more complex kinds of value-generating processes, andrailyt these will be more com-
plex for the more evolutionarily advanced species and thelfiraviour. No new proposal
for general purpose adaptive circuitry will be suggestedraslternative to value system
architectures here. The lesson to be drawn from this plploisal interlude is that the eas-
iest and most natural way of making processes meaningfutithnough a dedicated and
homuncular ‘meaning module’ or ‘value system’, but throurgthinsic valence of adaptive
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processes, and, in order to understand this valence, lialagrganisation and ecological
context will have to be taken into consideration, an opjpmsithat Fig. 5.1 (D) tries to
capture.

5.6 Conclusion

To conclude with a direct opposition of reductionist andativa approaches, the former
will always befunctionally limitedin their adaptive capacities, whereas the adaptation ca-
pabilities of living organisms are functionally open-eddeThis is not to say that a liv-
ing organisms could do anything, living organisms are kaigs well. The difference is
that their limitations tend to be material and physical. (il@ws of nature), not functional
(i.e., erroneous ‘grounding of manipulated symbols’ beeathe designer had not fore-
seen a specific situation). Organisms can adapt to sitsatitat have never been there,
because the processes that regulate their behaviour amériosic valence. As we argue
in (Di Paoloet al,, forthcoming), the most striking examples of value changdsch can
shatter the functionality of established relations, dreels and other perturbations to the
body (distortion or impairment). “[Clonsider a patient whiuring the course of a dis-
ease, is subjected to increasing dosages of a pharmadewg@nd, with the result that he
not only survives dosages of the drug that would be fatal ¢écatlerage human being, but
also that his metabolism relies on the medicine in a way thptidation would cause his
death” (Di Paolcet al,, forthcoming). The valence of the medicine here is not regmé&d
externally, as a symbol, which has to be updated by a syotpoticess monitoring and
parsing information. You cannot just turn a poison into arieat by updating a local
value-function. The change in significance results fromdyyi@amical re-organisation of
the organism itself.

There are a lot of open research questions concerning thm®nf value and the struc-
tures that realise life-time adaptation. How can thesetipresbe addressed from an ER
modelling perspective without stepping into a reductibtiep? One avenue would be to
evolve learning behaviour, in an unbiased way, and look &ue system-like structures
in the evolved agent. Similarly, an approach like the onesgméed here could be taken
(i.e., to ‘force’ the evolution of value systems, as in thstfgimulation) that incorporates
the value signal into the evolution of agents for learningd emvestigate its functional role.
The difference to the first proposal is that, in the latterecalse genetic algorithm has a
value system like structure at its disposal, as a buildinglyland therefore would be more
likely to generate a control circuitry that relies on thieusture in its function. This ap-
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proach serves to investigate possible functional roleseofral structures whose activity
correlates with behavioural success in an unbiased wayldstthe potential to generate
intuitions about the origins of such modular specialisamd about how the generation
and modulation of behaviour, though functionally distjrcdiuld be structurally integrated.
This approach can be seen as combining the merits of theatimumodels presented here
and the work on evolving life-time adaptivity in fixed weigtgural controllers (Yamauchi
and Beer, 1994; Tuat al, 2002; Izquierdo-Torres and Harvey, 2007).

An important disclaimer to add here is that this kind of worbduld still focus on questions
of localisation of function, not on questions of the origirvalues. The ultimate goal is to
simulate or artificially create value-generating processe minimally biased way. Using
ER simulation models for this purpose is difficult, becauBesinulation models are teleo-
nomical — the fitness criterion is specified externally. Efiere, the purpose and function
of behaviour is still fulfilling the norms of the experimenteot of the evolved agent itself.
This problem has been identified and made explicit. The r&adtention is drawn to two
special issues, one on modelling autonomy (BarandiararRaind Mirazo, 2008) and the
other on modelling agency (Rohde and Ikegami, 2009), that hesulted from a series of
workshops on this difficult question (noticeable contribas include Di Paolo and lizuka,
2008; Ikegami and Suzuki, 2008; Egbert and Di Paolo, 2009am#araret al, 2009).
However, research on such models of processes with inheatkrgs is still in its infancy.
Concerning the methodological theme of this book, the sitimth model presented in this
chapter demonstrates the kind of contribution that ER nsdah make to conceptual and
philosophical debate: the model takes the proposed valstersyarchitectures, in their
minimal form, to its logical conclusion, showing that, frahe postulated principles alone,
adaptation cannot be guaranteed. In making this theotptigat, the model also generates
useful descriptive concepts to name the problems that qemiticeably, the concept of
‘semantic drift’).

Using simulation models in order to add formal rigour to cgptoial debate can be very sat-
isfactory, because such models can address very generérarghching scientific ques-
tions, such as the origin and nature of value and meaning aptag behaviour. Such
philosophical and exploratory models generate new ided€ancepts and they can chal-
lenge our intuitions or give credit to conceptual argumeviisse logical soundness may
otherwise be difficult to follow. The drawback of such an agmh is, however, that these
kind of simulation models produce less concrete resultdanbt directly relate to scien-
tific practice, a concrete behaviour or task, a concretetanganism or a data set. They do
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not produce hypotheses or directly suggest new experigesisis the case for the model
of motor synergies presented in chapter 4. Both modellimy@axches can be valuable,
within their scopes and limits, in the study of human cogmitand behaviour, as argued in
chapter 3.

Arguably, philosophy is the most developed area in enacignitive science. What is
most needed, in order to advance on the questions of minchaordiér to hush critics like
(Webb, 2009), is new data and hands on experimental and fimgpwbrk that establishes
the usefulness of the enactive framework beyond a doubtrd@rhainder of the book deals
with the application of ER modelling to perception reseaeshproposed in chapter 3, first
to the problem of perceptual crossing and agency detectioapfers 6 and 7) and then
about sensory delays and perceived simultaneity (chapt&ts.
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Chapter 6

Perceptual Crossing in One Dimension

The two ER models presented so far were rather differenteroirg their function and
scientific question. The first one, modelling research in &ammmotor control (chapter 4)
has shown how ER simulations can generate proofs of conteaiptan rather directly res-
onate with hands-on scientific research. The second mealjrig a general architectural
proposal in neuroscientific theory (chapter 5), demorestratmore abstract philosophical
value of ER models, i.e., to point out implicitly held prigsaimptions in a theory and illus-
trate logical consequences from such assumptions thabargear-intuitive or difficult to
understand. Applying ER modelling to simple sensorimotcpption research combines
the merits of both approaches, i.e., the concreteness agatimess’ of the scientific ER
modelling and the application to questions central to ciignscience, like the questions
addressed with the theory-driven model of value systeme. dilestion addressed here is
about human perception of agency.

In this and the following chapter, the results from simwatmodels on the dynamics of
human perceptual crossing in a one-dimensional and twe+ional simulated environ-
ment are presented. The original work was conducted by tHeCC§oup in Compiegne
in two subsequent studies. This chapter starts with andotiion (Sect. 6.1)to the prob-
lem area and by presenting the results from the experimemieoceptual crossing in a
one-dimensional simulated environment (Auvedyal., 2009). The model of this study is
briefly described in Sect. 6.2 and the modelling results aesemted in Sect. 6.3. They
are evaluated and discussed in Sect. 6.4. These resultbbemereviously presented in
(Di Paoloet al., 2008).

109
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6.1 Perceptual Crossing in a One-Dimensional Environment

The question addressed by both the model and the experifagnigy et al., 2009) is about
the role of global interaction dynamics in social interawtilnteraction of two or more in-
dividuals is a process of reciprocal causality. Such preegsan lead to the emergence of
dynamical patterns and global invariances that cannot plaieed or understood by study-
ing its components in isolation (cf. chapter 2). This mednad phenomena dynamically
emerging from interaction may not directly result from thdividual capacities, intentions
or actions of any of the partners. As (De Jaegher, 2007) angugetail, the collective and
global dynamics that characterise social interaction arguently neglected when study-
ing social cognition (in approaches such as ‘theory of miveabty’ or ‘simulation theory’).
Despite evidence to the contrary that suggests the impmetahinteraction dynamics in
social processes (such as, for instance Kendon'’s findirsgsrésented by De Jaegher) that
“synchronisation between interaction partners happemhswhen their mutual expecta-
tions of each other are exceptionally well attuned in therenttion” (De Jaegher, 2007,
p. 149); many more examples are given in the cited sour@@itional approaches focus
on or even delimit themselves to explaining individual capes.

(Auvray et al., 2009) have designed an experimental paradigm to studyythantics of
social interaction in a minimal simulated environment. Tlimdfolded participants are
placed in separate rooms, in front of a computer. The vinugald that participants meet
and interact in is one-dimensional and infinite, i.e., a tdya¢ loops around (for technical
and parameter details see (Auvigyal., 2009), the model Sect. 6.2 and Fig. 6.1). Partici-
pants can move left and right on the tape, and whenever tlosg @n object, they receive
a tactile stimulation to their fingertip through a Braillesdiay. They are asked to indicate
with a mouse-click when they believe a stimulation is causga@nother feeling sensing
intentional entity. Participants are told that, in the eamiment, apart from the other partic-
ipant, there is a fixed object (fixed lure, at different locas for each of the participants)
and a mobile object (the attached lure — it actually shadtvther participant’s move-
ment at a fixed distance but the participants do not know.ti#dtpf the entities have the
same size in the simulated environment.

Therefore, the task is not only to distinguish moving andictbjects, but to distinguish
two entities that perform identical movement trajectgriesly one of which is able to
sense and respond to the encounter with the participanilRgoloet al., 2008), we have
compared this experimental set-up with Murray and Trewarthdouble-monitor experi-
ments (Trevarthen, 1979; Nadstlal,, 1999), in which two months old babies were tested
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for their capacities to distinguish a live interaction witteir mother, mediated through a
screen, from the presentation of a previously recordedant®n via this screen. The dif-
ference between the mother’s behaviour on the monitor latihee two conditions is only
whether she senses the child and reacts to its actions dnerogéxpressive behaviour, i.e.,
her motion, language, mimics, voietc. are identical between the two conditions. From
the fact that babies get distressed and removed when peelssith a previous recording,
it is concluded that even two month old infants are sensttiveocial contingency. In the
light of the outlined tension between holistic and indivadistic views on social interac-
tion, the question to be asked is: does such sensitivityyirdptiicated internal cognitive
recognition/detection mechanisms of whether an intesads recorded or not on behalf of
the infant? Or does the difference between the two condit@merge (partially) from the
interaction, possibly involving much simpler mechanisms?

The results by (Auvragt al, 2009) show that subjects are very successful at solving the
task & 70% correct responses), without previous training andiie i the poverty of the
sensory information provided by the minimal simulated emvinent (a simple sequence
of on-off tactile stimuli). Astonishing at first glance, thesults are demystified after a
simple analysis of the sensorimotor dynamics of the taskthedtrategy adopted by the
participants to solve it. Participants search for stimatatind engage in local rhythmic
scanning movements with any entity encountered on the fapis. rhythmic activity can
only result in stabilised interaction with the other, notiwihe attached lure. When mak-
ing contact with the attached lure, the lure shadows the mewts of the other participant,
who searches for stimulation by the other. Therefore, theedoes not act rhythmically and
remain close like the participant would do in a real intdmagtso the mutual search nearly
inevitably results in interaction with the other partiaipawvithout requiring advanced per-
ceptual skills. This impression is backed by an analysis@fatio of clicks per stimulation.
It reveals that the probability of clicking after encourmerthe attached lure is equally high
as the probability to click upon encountering the other. T@&6 accuracy results not from
discriminatory capacity, but from the fact that the papaits are much more frequently
stimulated by the other than by the attached lure, due todtiettiat interaction with the
other is a stable attractor in the task given the searclegiyatvhereas interaction with the
lure is not. Even though the distinction between the fixed Amd moving entities appears
to be made on an individual level (less clicks for the fixeclper stimulation), the dis-
tinction between the attached lure and the other partitigppears to result mainly from
the interaction dynamics. Therefore, these results capdieas a simple paradigm case of
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how in embodied closed-loop interactiknowing howcan be more effective in performing
a perceptual distinction thdmowing that

6.2 Model

We decided to model the empirical study to see if an ER sirmlahodel could provide
further insights into the mechanisms and sensorimotor mhjcgunderlying this percep-
tual judgement behaviour, as it is outlined in chapter 3. Byagating very simple artificial
agents, and exploring the sensorimotor dynamics of theitaflactable, noiseless, ide-
alised and fully controllable settings, we intended to urpand enrich the insights gained
from the experiment and to generate hypotheses for furdsgarch. Additionally, an ac-
tual synthetic proof of how the dynamics of an interactiomgasss itself can produce agency
detection behaviour (by excluding the possibility thatestmore complex human capac-
ities contribute), rather than individual agency deteatiorcuits, provides support for an
interactionist approach in the study of social cognitiomenie have so far only been few
ER models of social interaction (e.g., Di Paolo, 2000; lawad Ikegami, 2004; Quinn,
2001) to provide such important proofs of concept.

Shadow of subject 1
perceived by subject 2

Receptive field

Shadow of subject 2 Static object per-
perceived by subject 1 ceived by subject 1

Fig. 6.1 Schematic diagram of the one-dimensional envientrin the perceptual crossing experiment.

The virtual environment in the model is nearly identicalthe bne used in the empirical
experiment. The length of the tapells= 600 distance units and any entity on it (lure
or participant) has a width of 4 units. One difference is thdtile participants were just
administered a single tactile input at any point in time,itiput to the CTRNN controllers
(as defined in chapter 3, Eq. (3.2)) consists of four neighihgueceptive fields of width
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1 unit. The network generates two motor sigridlsr for left and right movementg, Mg

€ (10,1000 units per second.

The GA and evolutionary parameters follow generally thecHmations outlined in
Sect. 3.3. The network structure, however, is modified artiglg evolved. The two
motor neurons are treated as hidden neurons, i.e., the fuwbns can connect to them
directly and they can form recurrent connections with thelies or hidden neurons. The
network structure (i.e., existence of up to five hidden uaitd synapses connecting the
units) is evolved using the step functioxs- 0.7 (for connections) and > 0.6 (for hid-
den neurons) respectively. Other parameter range& a¢-3, 3], 1, € [20,3000 ms, and
wji € [—8,8]. In some runs, a sensory delay of 50 ms steps was applied.rifitselasted
T €[800Q 1100(Q time steps.

Agents are tested against clones of themselves using amentally weighted fitness
average (Eqg. (3.5)) over six trials. The fitness criteriothesaverage relative distandé)
from the other across the trial:

-
F= % % 1— % (6.1)
The task is thus to locate the other agent and spend as muelasimossible as close to
each other as possible while not being trapped by staticctsbjg shadow images. This
is a slightly different task than that posed to the participawho were not given any
explicit encouragement to seek the other. They were onlgdgkindicate their perception
of another sensing entity. As the later model of the two-disienal version of the task
revealed (chapter 7), this modelling assumption biase@tbé/ed behaviour to seek live
interaction in a way that does not result naturally from gkt The reason for including

this bias was to avoid the evolution of trivial but perfectipble behaviour, i.e., to avoid
interaction.

6.3 Results

First attempts to evolve agents to solve the described ptrakcrossing task were un-
successful. Evolutionary search got stuck in a local maxrimuhich corresponded to the
behaviour to halt when crossiragny object on the tape, be it the partner, the fixed object
or the attached lure of the other. Given the simulated setrgithe fitness function, this is
a comparably successful strategy: if agents first encowsaigh other, or if one agent runs
into a partner waiting at the fixed lure, this strategy yigddsfect fitness, and these are the
majority of possible cases. However, it is not the optimdiadwour, as in the remaining
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cases, the agents will not find each other at all, becausecilttegr both stop at their re-
spective fixed lures, at a maximum distance from each othen, @ configuration where
one agent stops on the fixed lure, and the other agent stops attached lure. Also, this
is not a very intelligent or adaptive solution and does neeneble any of the strategies
adopted by human subjects, who keep actively exploring the@ment, even after they
have found the other, engaging in rhythmic interaction. yCafter a 50 ms sensory time
delay between crossing an object on the tape and the agensation was included into
the model, active perceptual strategies evolved and tta fileess maximum of stopping
when being stimulated by any source could be overcome.

While agents without delay evolved to simply stop, with thedag, they evolved to en-
gage in rhythmic interaction. This means that both, the ggdiscriminatory capacities
are stronger, in an active sense, and that it remains dissihgble from the fixed lure for
the other agent, in a passive sense. This finding (in accoedaith the results from the
two-dimensional model presented in the following chapiedjcates that there is a rela-
tion between oscillating scanning movements and the deldlé evolved agents. This
further suggests that there may be a similar relation betwhee oscillatory strategies that
most subjects adopt and the existent delays between samsaiti reaction in humans. It
seems natural to us that subjects would adopt a strategyasuascillatory scanning. But
why? It is nota priori necessary and even seems like a waste of energy. There aye man
possible explanations for this behaviour, but the modegests that reaction time delays
may play a role in shaping human crossing behaviour, likg tieein the evolved agents.
This hypothesis can be tested in further empirical expetis)ét predicts that the phase of
scanning oscillations is positively correlated with thecamt of sensorimotor latencies in
a task where such latencies are varied between differedlitimms.

The overall behavioural trajectories that the agents geedFig. 6.2 (A)) are similar to
those generated by some human subjects (cf. Austay, 2009): phases of search are fol-
lowed by phases of unstable rhythmic interaction with eitifehe lures or the other agent,
until, at some point, rhythmic interaction between the mpens stabilises for an extended
period of time. Given the similarity of the task and virtual/@onment in the robotic sim-
ulation and in the empirical study, quantitative obsensadion the simulated data can be
transferred to and tested against the human data in the$pidre data-driven approaches
to modelling. This was not true to the same extent for the rttarery driven models in the
earlier chapters.
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Fig. 6.2 Example behaviour evolved. (A) A trial resultingstabilised perceptual crossing with motor noise
(position across time; Agent 1 black, agent 2 dark greych#d and fixed lures are lighter shades of grey). (B)
Sensorimotor values for the behaviour depicted in (A). Adetop, agent 2 bottom; velocity black, sensory inputs
grey.

Monitoring the course of artificial evolution across mangletionary runs, a consistent
pattern is that avoidance of the attached lure evolves ugiokly, while avoiding the fixed
lure seems to take a long time (in accordance with the abgated difficulty to evolve
such behaviour at all). These findings contradict the immithat the easier task would
be to recognise and avoid a static object, while distingogstwo entities that perform
identical movements, only one of which responds to the ptuet encounter seems much
harder. Embedding the evolved agents turns this intuitfside down.

One factor seemingly neglected in the model is propriogeéensation. It could be ar-
gued that detecting the invariant correlation betweernil¢éaahd proprioceptive sensory
input during active scanning would be a cue for distinguigtixed objects from moving
ones and that artificial agents cannot evolve this strategguise they do not have proprio-
ception. This is, however, only superficially true. The reeaontrollers evolved allow for
recurrent feedback to be used. In the simple virtual enwviremt modelled, reafference of
motor signal corresponds directly to proprioception anal@ion could easily implement
this strategy if it was advantageous.

A look at the data from the simulation model suggests a diffeexplanation. The search
strategy evolved in the artificial agents is to invert the emoent direction once an object is
sensed, thereby crossing the encountered object agaimaround, cross agaiefc. This
means that agents in interaction who both employ this gfyadédwvays cross at the same
location in virtual space. There is a striking similarityhaiw sensation and motion evolve
over time during rhythmic coordinated mutual scanningg¢shog) and rhythmic scanning
of a fixed object (see Fig. 6.3 (A) and (B) bottom). This copadéd activity leads to
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sensations and motions changing over time in a way veryairdlthose that come about
when investigating a fixed object (see Fig. 6.3 (B)).
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Fig. 6.3 Trajectories and sensorimotor values of intesactiith a fixed object and with the other (details). (A)
Stabilised perceptual crossing between two agents (toajes and sensorimotor values; dotted line: location
where perceptual crossing repeatedly takes place). (B)r8ug of a fixed object (trajectories and sensorimotor
values). All diagrams include motor noise.

What is the strategy employed by the agents in order to distih coordinated interaction
and a fixed object? The duration of the stimulus upon crosaifiged object lasts longer
than when crossing a moving agent. This is because the agyemtthough it is the same
size as the fixed object, moves in the opposite directionréifbee, the simulated agent can
integrate sensory stimulation over a longer period of timperform its judgement. This
yields a higher value for a static object, i.e., it is sensetiaving a larger apparent size.
Further support for this explanation comes from the fadtéigents are quite easily tricked
into making the wrong decision if the size of the static objewaried, i.e., a small object
is mistaken for another agent and a larger agent is percawadixed object.

The smaller perceived size in the case of perceptual cipspends on encounters re-
maining in anti-phase oscillation, which is aneractionally coordinated propertsts de-
fined in (De Jaegher, 2007). The agents co-construct theasgupee of the agents being
of smaller size. The changes in velocity induced by stinomasre tuned to this smaller
perceived size. The close timing of the two perceptual angssand the double drop in
velocity they induce lead to coordinated oscillation ambarfixed point of interaction. In
turn, individuals respond to this emergent coordinatiomdapaining in coordination with
the apparently smaller object (see Fig. 6.3 (A)). In the adsthe scanning of the fixed
object, however, the longer sensation is integrated tdaaia the positive velocity signal
when crossing over the object, i.e., to cross further oveptiject before crossing it on the
way back back. This temporally displaces the two crossirigheobject, which means
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that the return trajectory is decomposed into two sepaiigteid velocity, disrupting the
evolved stable oscillatory interaction in anti-phase. é\btat also here, the integration of
sensory stimulation time does not rely solely on internialtggrating the sensory signal but
is escalated in interaction: the temporal disruption ofdbeillation can result in additional
crossings, causing further sensory stimulation, whicluin teinforces the crossing veloc-
ity to the point that the agent leaps far across the objectageaht escapes the attractive
behaviour of rhythmic scanning (see Fig. 6.3 (B)). Such éegiration of external variables
and factors (position, velocity) into strategies to pemadistinctions is very typical for
closed-loop ER models. These kinds of sensorimotor inmagia and interactive strategies
are typically not considered in explicit (or even impliai@sign of open-loop controllers.

6.4 Discussion

There are many viable solutions to the task, and it is rathikely that humans would use
a strategy just as the one just described, as it appears sgibeific to the conditions under
which the agents were evolved. Even though the trajecttoasqualitatively similar, the
algorithmic preciseness with which interaction is ingidiand maintained is very unlikely
to be found in the human data. But, as argued in chapter 3 dinéip modelling is not to
recreate the original phenomenon but to identify invartymamical principles that remain
robust upon idealisation and abstraction.

In a similar way as the model of motor synergies presentetiapier 4, the present sim-
ulation model generates a number of conceptual resultatieahteresting in an abstract
sense. As argued in the introduction Sect. 6.1, most of theareh in social cognition is
individual-centred. The modelling approach taken, in castt does not just look at the
individual capabilities, but also at phenomena that emdrgang embodied and situated
interaction. This broadened perspective leads to the siauof factors into perceptual
strategies that are easily overlooked when only lookingpaheloop behaviour: a task that
intuitively seems difficult, i.e., to distinguish two emi$ with identical movement charac-
teristics (the partner and the shadow image), becomes #frivis, if the effects emerging
from the mutual search for each other are taken into corider This finding already
results from the minimal empirical closed-loop experinsdmy (Auvrayet al., 2009). The
simulation experiments confirm this experiment and demratesbeyond a doubt that this
kind of behaviour can be realised without anything more demgoing on, as the network
controllers evolved are extremely simple, too simple tomglaing more sophisticated than
what was presented in the analysis.
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Also, the simulation points out a different counter-initétstate of affairs: distinguishing
a moving entity (the other agent) from a static one, whichitiviely seems very easy, is
indeed a non-trivial task, if the emergent effects of intéicm, i.e., anti-phase coordina-
tion, are taken into consideration. In the experiment byMfay et al., 2009), 32.7% of the
stimulation were caused by the fixed object, as opposed &%d 6aused by the attached
lure. This suggests that participants may also find thetiaély easier task of avoiding the
fixed object more difficult, even if this increased difficuttpes not manifest in classifica-
tion mistakes (as explained in the introduction Sect. 6There is evidence from both the
model and the experiment that the distinction that arisaslgnftom interaction dynamics
(which moving object is the other agent?) is more efficiestijved than the distinction
that requires individual recognition capacities (is thétgn am scanning the fixed object
or the other?).

With this global view on the dynamics of perceptual crossmghe investigated set-up,
these insights may seem almost trivial. However, had weestdrom the perspective of
the individual and its conscious recognition capacitiesisas ‘theory of mind’ approaches
in social cognition), these findings would be mysteriousst as (Trevarthen, 1979)’s re-
sults from the double monitor paradigm seem mysterious vibeunsing on the individual
perspective, not on the interaction dynamics. Howeverhénlight of the simulation re-
sults, the fact that babies would be sensitive to the sociatliegency of a situation does
not seem that astonishing or sophisticated anyrhore.

The close match between the experiment and its model, howaages it possible to also
generate quantitative hypotheses about the gatheredrdttta more traditional sense of
mathematical modelling in science. The strong abstraétan the modelled phenomenon
underlying the models presented in the previous chaptecefielimited their potential for
such concrete predictions of experimentally measuralsleltse One hypothesis that the
model generates results from the described strategy @iglisshing fixed objects and anti-
phase rhythmic interaction by means of integrating senstinyulation time. The model
suggests that one of the predictors for this decision wileheapparently smaller object
scanned. The researchers of the CRED group favour a diffexgatanation for this deci-
sion, i.e., “something that resists being spatially deteent” (Auvrayet al., 2009, p. 18),
which is valid for the experimental data but not for the ntise model. Interestingly, how-
ever, the experimental dagigsosupports the hypothesis generated by our model. Decreased

1This logic also works the other way around: when communigafirevarthen’s results to computational neuro-
scientists, biologists and other people familiar with dyizal systems, they have a tendency to be not in the least
impressed or surprised about the baby’s behaviour.
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stimulation time due to opposed movement is a good predictavhen participants click
(‘event E6’ in (Auvrayet al., 2009)).

The ER model successfully predicts human sensorimotorvi@iia which some re-
searchers seem to find difficult to imagine, given that it ishbemple and, at the same
time, 'opaque’ — much like an animal model. Which of the twdidr&aypotheses is true
could be easily tested in further experimentation in whiaimhans asking them to distin-
guish objects/agents of different size. This test helpestablish that the strategy observed
in the evolved agents really was the one we seemed to reefpseudo-empirical’ in-
vestigation, compare chapter 3). Another quantitativeipteon generated from the model
has already been mentioned in Sect. 6.3, i.e., that therédvii@ua proportional relation
between sensorimotor latencies and the variation in thenihade of oscillatory scanning.
The researchers who conducted the experimental studyspellitheir results long after
conducting the study and also, long after the model hereepted was implemented and
its results published. Referring to the simulation modebkpnted, they write:

“Their evolutionary robotics simulations showed similasults as the one reported in our
study. Interestingly, and contrarily to any a priori preiin, Di Paolo and his colleagues
found it easier to evolve agents that can distinguish betwlee avatar and mobile lure than
agents that can distinguish between the avatar and fixedtolje a consequence, according
to Di Paolo and his colleagues, in the case of social intenastit is simply not necessary to

evolve simulated agents with an individual contingencyogeition strategy, given that the

social process takes care by itself of inducing the indigidiwo produce the right behavior”

(Auvray et al., 2009).

It is reassuring that experimental researchers see and trauproofs of concept that ER
simulation models provide for their research.

One important difference between the set-up investigaje(@ovray et al, 2009) and
(Trevarthen, 1979)’s double TV monitor experiments is timathe double TV monitor
experiments, the baby is only either confronted with its meotor with a recording of
its mother, whereas in the experiments on perceptual cgsiie other participant and its
attached lure are presented at the same time. It could bedatiyat the dynamic distinction
emerging from the interaction dynamics in the perceptusdsing experiments is specific
to the set-up because of the linkage between the attachedhd the other participant.
As long as the other participant is still searching, thechita lure keeps moving away,
shadowing the search trajectories and making stable gtteraimpossible, which is not
the case in the double TV monitor experiments: infants caulgrinciple, enter in one-
sided interaction with the recording of their mother.
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The simulation modelling work on the dynamics of perceptiraksing was extended in
(lizuka and Di Paolo, 2007; Di Paolet al,, 2008) to a scenario that is closer to (Tre-
varthen, 1979)’s double TV monitor paradigm in this sense.am equally simple ER
simulation, artificial agents were evolved to distinguigitvieen a recording with another
agent and a live interaction. The resulting agents use asmple, yet very effective ac-
tive perceptual strategy. Agents oscillate around eachrpth anti-phase oscillation. If
a previous interaction is replayed using identical stgrfsitions, similar behaviour is
observed initially, which is a case of one-sided interactiblowever, the agents sporadi-
cally induce perturbations (fast sideways ‘jump’) into tq@parent interaction, in order to
probe whether they are being followed and can thus find outtéraction is live. If the
agent interacts with a recording, the break-down is irrecable due to the lack of mutu-
ality in the interaction, whereas in a genuine two-sidedriattion, the other agent reacts
to the perturbation induced and restores rhythmic intevactThis demonstrates that per-
ceptual distinctions between live interaction and recdritiéeraction, as they have been
observed for infant-mother-interaction through a vided limay effectively be realised by
very simple sensorimotor principles, maybe even accidlgrda epiphenomenally, when
a sudden unreciprocated reflex movement causes the brealafomne-sided coordina-
tion. Behaviour that appears complicated on the surfacétamtdeems to require elaborate
information processing and internal models of personhoag thus result from very sim-
ple sensorimotor circuits. Unpublished follow-up expezirtal research (Di Paolo, Wood
& De Jaegher; independently: lizuka) has tested the humpacis to perform this dis-
tinction as an extension of the presented research on pgaatepossing (live perceptual
crossing was suddenly replaced with a recording of the ptsinteraction). This research
confirms that humans are sensitive to social contingenclgisnminimal virtual environ-
ment, and that simple action-perception strategies cagugebehaviour similar to the one
reported for the double TV-monitor experiments (Trevamtti79).

Concerning the implementation of a dialogue between englistudies and simulation
models (Sect. 3.6), the model presented in this chapter dstnades how this can be done:
an experimental study is modelled in a computer simulatidmich increases our under-
standing of the data obtained, because the simulation pesdesults that go beyond our
cognitive limits and prejudices and is, at the same timagess understand than the origi-
nal phenomenon. From these results, an extended versibe ekperiments is generated,
which is first investigated in simulation, leading to refingghotheses and ideas. These
ideas are then tested in empirical experiments.
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The experimental paradigm, despite its simplicity, is vach and the possibilities for
further research are open-ended and keep being exploredliegntally and in simula-
tion (different follow-up models of the experiment inclug@dartiuset al., 2008; Frose and
Di Paolo, 2008)). The following chapter presents a simafathodel of such an experimen-
tal extension of the research by the CRED group that is atdisdension of the paradigm
modelled in this chapter to a two-dimensional scenario.
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Chapter 7

Perceptual Crossing in Two Dimensions

Despite, or maybe because of the simplicity of the expertaigraradigm, the investiga-
tion of perceptual crossing in a minimal virtual environrhgerves to generate important
insights into the potential role of the autonomous dynarofdateraction processes in so-
cial scenarios. The CRED group has extended the presersiearoh to a two-dimensional
scenario. The results from this experiment have not beetighelol yet, but a combined
publication of the two experiments alongside the modell@sults presented in this chapter
is in preparation (Lenay, Rohde & Stewart, in preparatidime model aims at elucidating,
amongst other things, the role of human arm morphology irgireeration of the quanti-
tative properties of the recorded data. The results fromrtiadel have been published in
(Rohde and Di Paolo, 2008).

The following Sect. 7.1 briefly introduces the extended expent, its scientific purpose
and that of the model. The model itself is described in Se&t. Three morphologically
different types of artificial agents were evolved on the st it was found that the dynam-
ical principles that govern the task are independent froenaodies. The realisation of
these invariant principles, however is variable and dep@mdagent specific sensorimotor
properties. Such variability in evolved solutions incladiee evolution of one-dimensional
oscillation along a line in a simulated arm agent, a kind dfavéour that had been observed
in the participants in the original experiment as well. Thsults are presented in Sect. 7.3
and discussed in Sect. 7.4.

7.1 Perceptual Crossing in a Two-Dimensional Environment

Having investigated and analysed the dynamics and prexipl perceptual crossing in a
one-dimensional scenario (see chapter 6 and Augtal., 2009), Lenayet al. (personal
communication) extended the experimental set-up to a twesional virtual toroidal

123
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environment. With this modified set-up, the group wante@sb whether the experimental
results transfer qualitatively or quantitatively from aeedimensional to a two-dimensional
scenario, which is by no means guaranteed: the sensorimomingencies afforded by
the two-dimensional simulated toroidal environment areemammplex and very different
from those in the one-dimensional version.

A preliminary result from their study is that the data frora tiew version of the experiment
is indeed surprisingly similar to the data obtained in the-dimensional version. Not only
do the results transfer qualitatively in terms of success, (65% correct clicks), but also
the quantitative aspects of the behaviour are remarkallyasi In particular, interaction
with an object or the other participant was realised by mgvhrythmically back and forth
along a line, reducing action to just one dimension, evemnghdboth dimensions were
explored during search.

One of the hypotheses explored here in simulation is thattyithmic one-dimensional in-
teraction is related to the morphology of the human arm. Tinelation model presented
in this chapter aims to establish, amongst other thingsrdaleeof human arm morphol-
ogy in the constitution of quantitative aspects of behawidherefore, a simple simulated
arm agent was modelled and compared to two other kinds dicatiagents, i.e., a two-
wheeled robotic agent and an agent that generates a velecityr anchored in Euclidean
space, similar to a joystick (called the ‘Euclidean’ agel®tails of the environment, tasks
and agents modelled in Sect. 7.2). This latter type of aganbe seen as directly extending
the agent architecture used in the model of the one-dimeaki@rsion of the experiment,
whereas the sensorimotor couplings of the other two agenikeitask are radically differ-
ent.

The objective of comparing these different kinds of coéralis to identify common dy-
namical principles that derive from the task and the envirent and that are relatively
independent of embodiment and to distinguish them fromitatiake and quantitative as-
pects of behaviour that are specific to a certain type of badgnsorimotor coupling.

The results point out some interesting common principlescarantitative differences. For
instance, one-dimensional oscillation along a line ewblvethe Euclidean and the simu-
lated arm agents but not in the two-wheeled agents. Alsoryaefficient strategy evolved,
which is counter-intuitive and contrasts with the strategemployed by the human par-
ticipants: agents establish stable interaction with thedfikire and avoid the other agent.
This is because the fitness function was changed from the Inobdee one-dimensional
version of the experiment (chapter 6). Both this surprisingtegy and the finding that one-
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dimensional rhythmical interaction can result from arkelagent morphology increase our
understanding of the dynamics afforded by the task and egéneralisations that can be
tested by re-analysing the data and extending it throughduexperimentation.

7.2 Model

As it was the case in the model of the one-dimensional versfaihe experiment, the
simulation used for the evolution of artificial agents wagard from parameter details,
identical to the one used in the original experiment.

The simulated environment is a (28®00) virtual torus, i.e., a plane that wraps around in
both dimensions. In this plane, there are six differentetisjeTwo circular simulated agents
of diameter 20, two mobile lures that are attached to the tageam a fixed distance and
angle) and two fixed lures that are statically installe(b8t50) and(150,150) respectively
(see Fig. 7.1 (A): the agents are the circular objects, thela¢d and fixed lures are depicted
as boxes in this and the other figures, even though they areiatsilar of diameter 20 in the
simulation). The attached lures shadow the trajectoriesaoh of the agents at a distance
of 93 units, being attached in perpendicular directions.

The only sensory sign&@ that the agents receive is a touch signal, i.e., if the distdn
between the agent and something elsd is 20, an inputSs (sensory gain, evolved) is
fed into the control network. Each agent can only perceieeotihher and one of each kind
of lure, i.e., the dark agent can perceive all light objent§&ig. 7.1 (A), but not the dark
ones, and vice versa, in order to make it impossible thatdantmn between the agents is
mediated by another object that both agents perceive aathe Eme.

In order to investigate the role of morphology in the straegvolved, and in particular
the role of arm morphology, three different types of agengseaevolved (specification
below). For purpose of comparison, all three kinds of agargscontrolled by structurally
identical CTRNN controllers (compare chapter 3, Eq. (3vé}h one input neuron, four
fully connected interneurons and five output neurons (Fif.(B)). Four of the output
neurons regulate the two motor outputs; = Mg (o (am1) — o(amz), M2 = Mg (o (ams) —
o(ama)),M12 € [-Mg,Mg| with Mg being the evolved motor gain. These outputs are
interpreted as) ;, Vhy Or wes for different agents respectively (see below). The task is t
interact with something and correctly classify if the obbjecountered is either of the lures
or the other agent. The fifth output neuron generates thsifitagion signaMc to indicate
whether interaction is with another agent (outiulgt > 0.5) or with one of the lures (output
Mc < 0.5).
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(A)  The simulated environment (B) Control network

>

[

X

Fig. 7.1 Schematic diagram of the simulation environmeudt@mtrol network. (A) The simulated environment
with the two agents (circles), the attached lures (boxexlaéid with a line) and the fixed lures (boxes). (B) The
control network.

The three agent types evolved where:

o Two-wheeled agentThe two-wheeled agent generates the velogity= 20My » for
each wheel (Fig. 7.1 (A); velocities are specified in unjts/s

e Euclidean agentThe agent referred to as the ‘Euclidean’ agent generateszohtal
and a vertical velocity vector,, = 30M; » that are summed up to define a vector in
absolute space (Fig. 7.1 (B)). This agent can be seen asthaitaensional analogy to
the agent generating left and right movement modelled irotteedimensional model
in chapter 6.

e Arm agent. A simple simulated arm with two segments of length 400 urits is
steered through angular velocity signaiss = 0.05My » to the elbow and the shoulder
joint (see Fig. 7.1, (C)). In order to approximate the dyresof human mouse motion,
the arm agent is restricted in its movements in two ways: ujhojoint stopsas €
[0.177,0.671] andae € [0.271, 1] and through the delimitation of movement to an area of
600x 600 units that represents the ‘desk’ surface (i.e., thewittén which a human
participant would move the mouse), whose bottom left coiméxed at(—200,200)
taking the shoulder joint as the origin. The desk area issted@d randomly with
respect to both the desk area of the other agent and the sadwimtual environment
to avoid that agents evolve to meet in the middle of the desk.

A problem with the simulated arm agent was that it has no wateltihg where with
respect to its anchoring in absolute space it is, becausasinb proprioceptive sensors
that represent its joint angles or any other form of tellingere it is and whether it is still
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moving or has run up to a joint stop. This is the reason why theagents did not evolve
to a high level of performance (see Sect. 7.3). A modifiediwarsf the arm agent with
three sensory neurons that received the joint positiongldgi@nal inputs £ 3 = Sg6es
was evolved for purposes of comparison. However, many obtlginal questions were
already addressed with the original defect set-up, so thesnaed version of the arm model
was not tested exhaustively. Controllers for all three Kinflagents were evolved without
sensory delays and with a 100 ms sensory delay.

(A) Two-wheeled agent (B) Euclidean agent (©) Simulated arm

] ]
S0 X

Vh

Fig. 7.2 Schematic diagram of the different types of agemtdved. Diagrams of the two-wheeled agent (A),
the agent moving in Euclidean space (B) and two simulatedaayents, with the space in which they can act (C).

The GA and evolutionary parameters were those specifiedah 38 ¢ = 0.6). Evolved
agent controllers (characterised by 74 parameters) achedtgainst clones of themselves
in the task. 10 evolutionary runs over 1000 generations werérmed for each agent
body, with and without delay. Parameter ranges &g;Mg € [1,50], 1; € [20,3000,

6 € [-3,3 andw; j € [-6,6].

Each trial lastsT € (60009000 ms. The starting positions are random for the wheeled
and the Euclidean agent and random within the centre arehda@arm agent. The starting
angle for the wheeled agents is random. For the arm agenthenBuclidean agent, the
relative orientation of the agents to each other is randofa", 0, 7, 1}. The fitness (i)
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of an individuali in each trial is given by the following function

1 if (ds<D)A(do>D)A(Mc > 0.5) (true positive)
1  if (ds>D)A(do <D)A(Mc <0.5) (true negative)

F(i) =14 0.25 if (do < D) A(ds < D) (ambiguity) (7.1)
0.1 if false classification an8> 0 (touch)
0 else

whereD = 30, d, the distance to the closest of the two lures agdhe distance to the
other agent. Agents are tested on eight trials and fitneseia@ed. This fithess criterion
is conceptually different from the fitness criterion usedhia one-dimensional version of
the simulation model. It resembles the task posed to the hyradicipants more closely,
as the agents are not evolved to interact with each othenbtgad to correctly indicate the
presence of the other agent. Interestingly, this relaraifdhe pressure to seek interaction
with the other agents led to the evolution of a preferencénteraction with the fixed lure,
as discussed later on in this chapter.

7.3 Results

7.3.1 Evolvability

The wheeled agent and the Euclidean agent evolve to a mubkiigyel of performance
(see Fig. 7.3 (A)), with the best individual from the bestlationary run achieving nearly
perfect performance, whereas even the best arm agentycitayk below a fithess of 50%
(Fig. 7.3 (B)). Part of the reason for this discrepancy i tha arm agent does not have
means to orient itself in space. For the Euclidean and theelgbleagents, there are sim-
ple strategies (fixed motor outputs) that allow them to s¢enspace (i.e., to go into a
non-horizontal or non-vertical direction for the Euclideagent or to go around in cir-
cles/spirals/curves for the wheeled agent). The arm, heryexll run up to a joint stop or
the edge of the desk surface if it applies any constant angelacity to any of the joints
without receiving any sensory feedback about whether itilisnsoving or not. This dis-
advantage made evolution of the arm much more difficult atjestito randomness than
those of the wheeled or Euclidean agent (cf. Fig. 7.4, botéfth

Agents were evolved with proprioceptive inputs (joint ag)lfor comparison and they
immediately achieved much higher levels of fitness (pojiaaverage/best after 1000
generations in 10 runs: 0.33/0.70) and evolution was lessyr{&ig. 7.4, bottom right).
Despite this patch of the model, the arm agent did not evolvear perfect fitness like the
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Fig. 7.3 (A) Population fithess average Mean and maximum from 10 evolutionary runs, with and withou
delay. (B) Performance average across 100 evaluationbéddrest individual from the best evolution. Dark: 100
ms delay, light: no delay.

wheeled agent and the Euclidean agent did. Even thoughefuettploration of how the
arm model can be improved and made to approach the human kExangmd interesting
problem as well, the question addressed with the modelthe role of arm morphology
in the constitution of rhythmical one-dimensional tragg@s, could already be addressed
using the simulation results with the sub-optimal solution

All agents evolved to a higher level of performance with gielthan without (see Fig. 7.3
(A)), as already observed for the one-dimensional scempaesented in the previous chap-
ter. Figure 7.4 (top) depicts typical fitness evolution pesffor the wheeled agents without
(left) and with (right) sensory delays. This shows that atioh without delays quickly
converges to a non-optimal solution (local maximum), wherevolution with delays con-
verges as quickly to a near-perfect solution. The naturkis&volvability benefit provided
by sensory delays is discussed in more detail in the follgvact. 7.3.2 and relates to the
evolution of rhythmic interaction behaviour as opposedtarsh-and-stop behaviour.

7.3.2 Behavioural Strategies Evolved

Irrespective of agent body, two large classes of behaviouridate the fithess landscape
for the perceptual crossing task. The more successfuegirdtl) is to avoid any mobile
objects, search for the fixed lure, interact with it and alsvaytput ‘no’ (Mc < 0.5). This
strategy can lead to perfect classification of encounters,therefore to perfect fitness.
Even though viable, this strategy is rather unintuitiven{foe-in-cheek, this strategy has
been termed ‘autistic’ in Rohde and Di Paolo, 2008). It alsady contrasts with the par-
ticipants’ behaviour, who avoid the fixed lure and seek Bxtéon with each other. The
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Fig. 7.4 Example evolution profiles for different agents aadameters, black: population average, grey: pop-
ulation best. Top left: wheeled agent, no delay (searchsamgl solution. Top right: wheeled agent, delay
(rhythmic solution). Bottom left: arm agent delay (noisBpttom right: arm agent with delay and proprioception

(less noisy).

second predominating strategy (2) is to interact indisicrattely with any entity encoun-
tered and to output ‘yes’'Mc > 0.5) constantly. This strategy yields a fitness of up to
ca. 40%. It appears that what evolved were preferences ridtéue discriminatory capac-
ity; even if agents evolved to interact with all kinds of otife(strategy (2)), it appears to
be more advantageous to exploit the slight combinatorighathge of a permanent ‘yes’
answer over a permanent ‘no’ answer and not to intend a digtation based on senso-
rimotor interaction with an object. The arm agents nearlglesively evolve strategy (2),
whilst the Euclidean and the wheeled agent evolve strategyrequently passing during
evolution through a phase of strategy (2). Only four agesrie @rm, one wheeled, two Eu-
clidean) evolved a contingent classification output triggeby stimulation (e.g., say ‘yes’
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if you touch something, in case you run into the other lastutgirand ‘no’ if stimulation
continues over an extended period of time) additionally teehavioural preference. The
preference for interaction with the fixed lure contrastshwvtite experimental results and
also with the synthetic results from the model presentedhapter 6, in which preference
for live interaction and had been presupposed and builttheditness function.

Both strategy (1) and strategy (2) involve localising aeothntity and staying close to it.
Staying close can be realised, in principle, by rhythmiosdiiaction with the target or by
simply stopping where the stimulation does not cease. kaygthat rhythmic behaviouris
more adaptive: if we define, as an approximation, rhythmiab@®ur as activity confined
to a radius ofl = 50 around an entity during the last second of a trial with astidive in-
versions of sensory state, we find that within each agentftypehich both oscillating and
non-oscillating solutions evolved, the oscillating onesevon average 9% more successful
(see Fig. 7.5 (A); note that, due to the noisiness of arm ew@ln, some of the rhyth-
mic solutions evolved in arm agents with delay were not regeg by this approximate

measure).
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Fig. 7.5 Average of populations in which rhythmic behaviewas evolved and correlated fitness. (A) Fitness
for rhythmic solutions (white) is on average much highenttfzat for non-rhythmic solutions (grey). (No rhyth-
mic action was evolved for Euclidean or arm agents witholdydenote that the measure for rhythmicity is an
approximation as explained in Sect. 7.3.2.) (B) Proportibagents that evolved rhythmic strategies for each of
the conditions: the proportion of rhythmic solutions is mirgher for evolutions with sensory delays.

The reason for the adaptive advantage of rhythmic stratégtbat an agent evolved to sim-
ply stop is clueless where the stimulant has disappearddtoniulation suddenly ceases.
Such unexpected cessation can happen, e.g., when crossiigject at an unfortunate
angle. It will start the search for sensation anew. An ageat interacts with an object
rhythmically is moving repeatedly towards and away fronbissindary and therefore has
at least some capacity to relate its actions to the sengaititve object, inverting the effect
of an action that makes stimulation go away. Thereby it distads how it spatially relates
to the object. With this minimal spatial interaction, ifratilation unexpectedly disappears,
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the agent has at least the possibility to go into the direatibthe last stimulation, which
increases the probability to re-encounter the lost object.

As in the one-dimensional version of the model, integratsery stimulation over time
that represents perceived size of the object is crucialiftindjuishing fixed or mobile ob-
jects. In order to test this hypothesis, the size of the abjiecthe virtual environment was
varied (just as in the one-dimensional version of the modéthe size of the other agent
is doubled or the size of the fixed lure is divided by two, thedits of the arm agents,
who do not make the distinction between mobile or fixed okjdcbps only marginally al-
tered 0.33 to 0.5/0.28 for doubled/halved respectivelyeseEdifferences can be explained
solely through the increased or decreased probability dfimgacontact with another en-
tity in the first place. For the Euclidean and wheeled agédrasdeek interaction with the
fixed lure only, fitness deteriorates completely with thesations, dropping from 0.69 to
0.11/0.07 and from 0.79 to 0.08/0.07 respectively, showtiagtheir discriminative capac-
ity is severely impaired by the alteration of size and thessgjoent differences in integrated
duration of stimulation during interaction.

Sensory delays seem to be crucially involved in bootstragpfiie evolution of this kind of
solution: rhythmic behaviour as defined above evolved tapat least once in 10 trials
in 2 of the 30 best individuals evolved without delays and énalut of 30 best evolved
individuals with delay. With a delay, objects are only régied once an agent (in all three
conditions) already shot past it. This forces agents to atapreturn to the locus of stim-
ulation, which is a more advanced behaviour and helps tocowee a local maximum in
the fitness landscape, i.e., to stop upon any stimulatiorstartithe search anew if stim-
ulation unexpectedly ceases, which again bootstraps thleten of effective and active
perceptual strategies (cf. Fig. 7.5 (B)).

The exact realisation and behavioural dynamics vary quitstantially between condi-
tions, as analysed in the following sections for the agevidved with delays. The objec-
tive with this model was to explore the space of possibletgnis and a detailed investiga-
tion of example agents (best agents evolved with delayshelib to understand and clarify
those. In particular, it has been observed that, acrosd bgdies, two behavioural phases,
search phase and interaction phase, can be realised yaiabindependent of each other.

7.3.3 Two-Wheeled Agent

Wheeled agents evolved a variety of strategies to searabjects in the toroidal environ-
ment: some shoot off in one direction, others drive arourdriye circles, arches or spirals.
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When an object is encountered, interaction is either teitiammediately, or, alternatively,
the agent backs off and comes back to see if the stimulatijegbis still there, a strategy
which contributes to localising the fixed lure rather thamdther agent or the attached lure
in the ‘autistic’ solution to the task.

All wheeled agents evolved to drive in circles (of variabe$ around the encountered en-
tity, most of them aiming at a distance from the object thaltesastimulation rhythmically
appear and disappear. Figure 7.6 depicts a sample behavitnerbest agent evolved with
average fitnesB (i) = 0.92. Agent 1 (black solid line) is in stable interaction witte tfixed
lure throughout the time period depicted. Agent 2 (dottddisime), on the other hand, is
momentarily trapped in an interaction with agent 1's attathure (black dotted line and
grey solid line, t = [500,1500]). The interaction does natbdlise, because stimulation
through the mobile attached lure is too intermittent, evesugh it is maintained over a
number of crossings. The agent thus eventually abandoraréiepasses the other agent
twice (both times touching it very shortly and, consequemtbt performing a complete
return trajectory, and then finds the fixed lure. This stratagy fails in very exceptional
cases in which interaction with a mobile entity is phaseatin a way that resembles
interaction with a fixed lure.
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Fig. 7.6 Example trajectory and sensorimotor diagram ferttast wheeled agent evolved. (A) The trajectory
over the entire time period (large square) and local trajet during significant sub-behaviours enlarged (small
squares). Agent 1 solid line, agent 2 dotted line; agent meve black, movement of attached lure grey. (B)
Sensorimotor diagram, andS (rectangular) during the behaviour depicted in (A). Ageta, agent 2 bottom.
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7.3.4 ‘Euclidean’ Agent

An architectural advantage that the Euclidean agents hateat the direction of their
movement is anchored in Euclidean space. This inbuilt sefislirection’ allows them to
scan the space by applying a constant motor output, prodstiaight lines on the torus
that wrap around it in a tight spiral (see slightly displadieds in Fig. 7.7 (A); best Eu-
clidean agent evolved with average fitn€gs) = 0.96). This is an extraordinarily efficient
search strategy. Only two agents evolved to start searchaiga curve.
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Fig. 7.7 Example trajectory and sensorimotor diagram ferttést Euclidean agent evolved. (A) The trajectory
over the entire time period (large square) and local trajeet during significant sub-behaviours enlarged (small
squares). Agent 1 solid line, agent 2 dotted line; agent meve black, movement of attached lure grey. (B)
Sensorimotor diagram,, andS (rectangular) during the behaviour depicted in (A). Agetdfd, agent 2 bottom.

Figure 7.7 depicts the behaviour of the best agent evol¥edhier of the agent encounters a
mobile entity that moves perpendicularly, the stimulai®so short that the velocity is only
minimally decreased (‘kinks’ in trajectories) and not evepeated crossing is initiated.
The Euclidean agents exploit their absolute sense of irettecause it constrains the
angles at which they could possibly meet, due to the limitechier of relative starting
orientationst Agents move either in parallel (unlikely to meet) or in orgonal directions
(very short stimulation).

Once contact with the fixed object is made, half of the agerdbse to simply stop upon
stimulation, rather than to engage in rhythmic interactibims tendency probably accounts
for the slight population disadvantage of the Euclideamégyas compared to the wheeled

1This was the same for experiments with humans (they alwaytestfrom the same orientation, which was
identical for both).
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agents. The other half evolve to rhythmically interact with fixed lure along one dimen-
sion, implementing the ‘autistic’ strategy (1) to the tagknbaking stimulation continually
appear and disappear.

A behavioural pattern that only evolved in some of the Ewdidl agents is to systemati-
cally destabilise even interaction with the fixed objectshywly grinding past it (for stop
solutions), or by moving further away with each oscillat{@or rhythmic solutions). This
strategy makes it possible to avoid interaction with mobbigcts more efficiently and also
breaks interaction in the rare occasions where interagtitma mobile object resembles
interaction with the fixed lure. Even if this technique leadghe occasional loss of the
fixed lure, due to the very efficient search strategy of theliiean agents, the probabil-
ity to find it again quickly is very high. This strategy, as tsieategy employed by the
successful wheeled agents, is very effective and fails mnéxceptional cases.

7.3.5 Arm Agent

As mentioned earlier, the arm agents evolved to much loweddeof fitness. This disad-
vantage is probably largely due to the fact that, other thanother two types of agents,
arm agents do not have an easy way of exploring the environMéthout proprioceptive
feedback, the agent has no way of telling where it is and véraths still moving or has
run up to a joint-stop or the edge of the desk. No constantubuwtfl yield any efficient
search behaviour.

The agents evolved to either approach the desk edge in adacheand then grind down
the edge or to quickly go to one extreme arm position (neuritim fast r) and then scan
back in a large curve (neuron with slowy. Both these scan behaviours fail if no object
is encountered the first time this movement is executed. dittisrs randomness into the
fitness evaluation, as behavioural success largely depmmdppropriate objects lying on
the path of the reflex-like movement executed by the arm. filaises evolution very noisy,
as mentioned in Sect. 7.3.1.

From the original series, only one agent evolved a scanrehgWiour that goes beyond the
execution of one blind swaying movement: it makes use of aat@scillator as central
pattern generator (CPG). The trajectories it generateshensensations and motions over
time are depicted in Fig. 78.This agent is the second best agent evolved, even though

2The trajectories generated are a bit difficult to interpbetause during each oscillation, a part of the previous
path is exactly inverted by inverting velocity on one joindadecreasing angular velocity on the other joint to 0.
This visualisation problem is quite common for solutionslegd in arm agents and also characterises the solution
depicted in Fig. 7.9.
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it has no sophisticated interaction strategy (i.e., sémsatitiates the decrease of motor

outputs to 0).
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Fig. 7.8 Example trajectory and sensorimotor diagram faramagent that evolved a neural oscillator as central
pattern generator. (A) The trajectory over the entire tireequl (large square). Agent 1 solid line, agent 2 dotted
line; agent movement black, movement of attached lure gBjySensorimotor diagrarme s andS (rectangular)
during the behaviour depicted in (A) clearly shows the tetcity outputs in the absence of sensory inputs. Agent
1 top, agent 2 bottom.

Nearly all arm agents evolve to rhythmically interact wittyantity encountered (even if
that is not always recognised by the criterion specified ict.5€3.2), making the sensory
stimulation constantly appear and disappear. The best agelved with average fithess
F (i) = 0.46 (see trajectory and sensorimotor diagram in Fig. 7.9)émpnts this kind of
behaviour. The rhythmic powering of one joint only leadshte éxact inversion of the path
just made (i.e., trajectories are difficult to follow in thguie).

As expected, the rhythmic activity in the arm agent leadfégatroduction of near-straight
oscillatory trajectories, as they were observed in humatigg@ants. The interesting as-
pect about this result is that, even though such trajecddlict not evolve in all agent types
(wheeled agents evolved to drive around in circles), it seenbe the arm-specific imple-
mentation of a general principle, i.e., the reduction of iototo oscillatory behaviour in
one dimension of the output space only.

Looking at the behaviour and performance levels attaingddrcomplementary evolution
of arm agents with proprioceptive feedback reveals thandtiough solutions do have
higher fithess on average, arm agents with proprioceptiotve\still strategy (2), i.e.,
indiscriminate interaction. The resulting interactiofbeiour is, in many ways, similar to
the behaviour evolved in successful arm agents withoutryogption (Fig. 7.10 (A) and
(B)), even if the localisation behaviour is more successfiile additional proprioceptive
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Fig. 7.9 Example trajectory and sensorimotor diagram ferltbst arm agent evolved. (A) The trajectory over
the entire time period (large square) and the trajectorindunteraction enlarged (small square). Agent 1 solid
line, agent 2 dotted line; agent movement black, movemeattathed lure grey. (B) Sensorimotor diagragy
andS (rectangular) during the behaviour depicted in (A). Agettfd, agent 2 bottom.

input mitigates some of the problems with noisy evolution &ehavioural randomness
associated with the impossibility of spatial orientatidhdoes, however, not lead to the
evolution of perfect or near perfect solutions, such adegsa(1).

There are possibilities for further analysis of why thisé and more ways of trying to
further improve the arm agents’ performance (such as loagelution due to the larger
parameter space). One of the main questions behind thislroadghowever, already be
addressed with the sub-optimal results obtained. Thetsesbw how arm morphology
produces oscillation along one dimension as the implentientaf a general dynamical
principle, i.e., rhythmic interaction along one dimensminmotor space (see following

discussion).

7.4 Discussion

A main result from this simulation model is that several dyiwal principles govern the
evolution of solutions to the modelled task. These hold ssdifferent agent bodies.
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Fig. 7.10 Example trajectory and sensorimotor diagram icaeran agent evolved with proprioceptive feedback.
(A) The trajectory over the entire time period (large sqyarel the trajectory during interaction enlarged (small
square). Agent 1 solid line, agent 2 dotted line; agent madrblack, movement of attached lure grey. (B)
Sensorimotor diagramy s andS (rectangular) during the behaviour depicted in (A). Agetay, agent 2 bottom.

e The search space of possible strategies is dominated byrincigal solutions. (1)
Avoid mobile objects, seek interaction with the fixed lurel@utput ‘no’. (2) Interact
indiscriminately and output ‘yes’.

e Strategy (1) is the more successful strategy and yieldgynperfect fitness.

e Solutions that rely on rhythmic interaction are on averageemobust to perturbations
because they facilitate spatial localisation of the stamtubnd thus yield higher fithess
than solutions that rely on stopping on top of a stimulant.

e During this rhythmic interaction, one motor signal implertsthe oscillation, the other
one is frozen and serves to adjust behaviour if necessary.

e Evolution of the superior rhythmic solutions is facilitdtey the introduction of a 50ms
sensory delay.

e Two different behavioural modes that can be realised viriabd independently are
identified: search and interaction.

e Despite the quantitative differences in how the behavioamifests in space and time,
the sensorimotor diagrams displaying sensorimotor aaivaver time are of remark-
ably similar appearance.

bookrohde
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Apart from these commonalities, there are different quatite properties associated with
the realisation of these dynamical principles across tfierdnt agent bodies.

e The realisation of search and interaction behaviour isngljoinfluenced by agent
morphology and the sensorimotor couplings that charagemd constrain the space
of possible solutions.

e In particular, search behaviour can be particularly effitieimplemented in the Eu-
clidean agent and is extremely difficult to evolve in the deed arm agent. The
difficulty of evolving search behaviour implies a drastisativantage in overall evolv-
ability for the simulated arm agents.

e Rhythmic interaction behaviour is realised differentlyailhthree agent types. In par-
ticular, wheeled agents circle around the object encoedterhereas the arm agent
and the Euclidean agent engage in one-dimensional rhytimi@action. In the Eu-
clidean agent this implies oscillation along either thecdle vertical or horizontal
dimension, while in the arm agent, oscillation of eithertod foints results in slightly
curved oscillations along the orientation of the arm.

These simulation results support the hypothesis that armpmatogy plays a role in the
one-dimensional rhythmic interaction observed in humatigpants, as the arm-specific
implementation of a more general dynamical principle goireg the task. They predict
that in the gathered data, observed oscillations shouldthegonal to the orientation of
the arm and that this oscillation should serve to establistthmic interaction with the
encountered object or participant.

An interesting parallel with the one-dimensional versidrihe simulation study is that,
again, sensory delays improve evolvability because theysh@p the evolution of oscil-
latory scanning behaviour. This result suggests an iny&tsbin of dependencies between
sensorimotor latencies and frequency of oscillation indkgerimental data, just like the
results presented in chapter 6. Also, integrated sensionylisition time and how it corre-
lates to perceived size of the object/agent appears to pkay @ole in distinguishing the
fixed lure from the other agent. As in the one-dimensionadieerof the experiment, this
synthetic result predicts that integrated stimulatioreticorrelates to the decision made.
A difference between the experimental result and the mindelesults presented in
this chapter is that experimental participants seek intema with the other participant,
whereas, in the simulation the dominating strategy (1) isaaitistic’ strategy in which
agents avoid each other and seek for the fixed lure. Thisisurgresult also contrasts with
the earlier simulation model, for which agents had beenireduo seek interaction with
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one another, presuming a preference for live interactioomRhese results, we concluded
that perceptual crossing is, given the task, a nearly iabigtresult from the mutual search
of the agents/participants for each other (see chapterné) i this simulation already
hinted towards the difficulty to avoid the static lure. In fight of the present simulation
results it becomes clear that, leaving aside motivatiaazbfrs (such as boredom), the dy-
namics of the task do not favour perceptual crossing, buthmather interaction with the
static lure, and that perceptual crossing is establishsplidethis strong basin of attraction.
The results have been fed back to the researchers of the CRIip,gvho have conducted
the experiment. They found that the simulation resultsifadar the role of morphology
in the recorded behaviour and the evolution of autistic beha pointed them to an im-
plicit presupposition in their formulation of the task. Eher simulations to investigate
the dynamical principles of the task have been suggestededer, they have started to
analyse the data gathered in order to test some of the plesdipat the model suggested
to be relevant. Unfortunately, postural data had not beeorded in the experiment with
humans, such that the orientation of oscillatory movemsittsrespect to arm posture can-
not be directly investigated. As a first approximation, hegrethey tested whether there
is a direction-specificity in the oscillatory behaviour insalute space. If there is no such
specificity, it is highly unlikely that human arm morphologhays a role in bringing about
one-dimensional oscillations. It appears that some stdbg@dibit such a fixed orienta-
tion in their one-dimensional scanning, whereas othersad@ro clear result yet). Other
predictions from the model that are being evaluated in tha elude the occurrence of
oscillations during interaction and the occurrence ofnrettajectories after losing contact.
It is not yet clear in how far these factors pointed out by tineutation model bear sig-
nificance in the human data. In any case, the fact that the Inhedesnriched and guided
the analysis of the human data by suggesting potentiakyaal variables and factors and
that it provides the proofs of concept to back such suggestip is, in itself, encouraging.
A publication about the joint simulation and modelling résus in preparation (Lenay,
Rohde & Stewart, in preparation).

The four simulation models presented in the previous chaptave addressed different
kinds of research questions. The model of linear synergiespter 4) aimed at exploring
a concept from human motor control research in strongly mised and idealised set-
tings, in order to generate hypotheses for further exparisnand to generate proof that
the postulated principles can work in theory. In a more ufthical endeavour, the model
of value system architectures presented in chapter 5 tangzha neural architecture pro-
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posed as a mechanism for general behavioural adaptatiortingoout implicit premises
underlying the proposed principles. The previous chaptertais chapter have applied
minimal ER modelling to findings from PS research, proposethiapter 3. As argued in
Sect. 3.6, the close match between experiment and simukgtmwvs a much stronger anal-
ogy between model and experiment that serves to generatditatige predictions about
experimental data from previous and future experimentsigdide with the more abstract
proofs of concept and counter-intuitive insights resgltirom ER as a tool for thinking in
theory-building.

All four models have generated valuable contributions ®gghoblem area they address.
Arguably, none of the concrete simulation results add gdbueaking new insights to their
respective field. However, they help to bring in an embodidamical and enactive
perspective into research practice and point out the nmmab. Thereby, they show in
how far this kind of modelling approach can be valuable imgiple, not only for robotics
and research on simple animals, but also for studying huea tognition, perception
and behaviour.

The following chapters (8-11) present the results from dystin the adaptation to sensory
delays and perceived simultaneity that combines expetahand simulation modelling
work. The hypothesis put forward in chapter 3 was that a rebea should work across
disciplines herself. Insofar, this interdisciplinarydyican be seen as a test of what it buys
to not only provide the models for an ongoing research pragfeom the outside, but to
combine these different methods in person. Chapter 12 sesséise different modelling
approaches presented in this book in the light of the ovhiaganethodological theme.
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Chapter 8

The Embodiment of Time

This chapter is the first of four chapters about time peroepéind time cognition. It is
entirely conceptual and does not involve any modelling qgregimental work in itself. It
prepares the ground for the experimental study on adaptatigensory delays presented in
the following chapter and its model in the chapter thereafta overview about interesting
work on time cognition and time perception from a multitudesources is given. The
conceptual links between the covered material are ideditifirel explained.

The subjective perception and experience of time and #siogl to temporally co-ordinated
real-time behaviour are curious problems and possibly gntlea hardest in the study of
human cognition. Time is ubiquitous. Findings about timecpption and its embodiment
presented in this chapter stem from disciplines as diverghanomenology, neuroscience,
anthropology, psychophysics, philosophy, linguisticd paychology. Each of the sections
below would deserve an entire book; the collage raises moestipns than it provides
answers. It is clear that important if not crucial perspexgiare left out or incomplete, and
likely that some of the conclusions drawn are either ngiwebng or stating what others
have found out more quickly and described in better wordss iBhan inevitable problem
when dealing with a question like time perception and teralitgr which is a phenomenon
short of being as complex as mind itself. Most researcherking with the mind will
have dealt with time or temporality at some point during tleagireer. Giving a complete
inter-disciplinary review of work on time is next to imposk.

The reason to attempt such a broad review in spite of thiscdiffi is that the views pre-
sented have shaped the experimental hypothesis investigathe study on perceived si-
multaneity (chapter 9) and the perspective on time undggligi The synthesis of recurring
themes and links within this variety of research on time sjalnt disciplines at different
points in history fuels a constructivist stance towardstjperception. This chapter fuses a
number of independent sources that all contradict ourtintuinamely that mental time is

143
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simple and logical. Some of these sources are old, are euts&natural sciences or are
not very accessibly written and probably unknown to or detirelevant by a large pro-
portion of contemporary cognitive scientists. In order tagp the gist of the experiments
presented subsequently, it is helpful to name the sourcésspiration, their interpreta-
tion and how it is reflected in the approach taken to study tloblpm of sensorimotor
recalibration of perceived simultaneity and sensory delay

The chapter starts gently by decomposing Cartesian iohgt@bout what the experience of
time is and how this view relates to traditional approachesoignitive science to explain
time perception (Sect. 8.1). For the largest part of thiptdra(Sect. 8.2), the work of other
thinkers and scientists is cited in order to oppose suchditivaal and naive view and
replace it with a multi-tiered and rich picture of time pgstien and temporal behaviour.
Since Kant'<Critique of Pure ReasofKant, 1974), and possibly even before, many authors
have realised that our perception of the world flows, and tthiatis the most elementary
and irreducible form of temporal experience. This chandiog, however, is a very pri-
mordial, low-level and unreflected form of temporality. O tother hand, time is one of
the most abstract, ubiquitous and elegant constructshitbdmitman mind reliably develops.
Logical and mathematical transformations of temporal progs and relations are possi-
ble. From the enactive perspective, the question to be dskid following: what is it in
our bodies and our interactions with the world that gives ttsthe peculiar categorisation
of encounters into those that are present, those that arampé#hose that are future? How
do we come to impose an absolute and irreversible orderarlah all the events of our
world? How do we distinguish events (i.e., temporal ergjtitom objects (i.e., spatial
entities)? This question phrases a whole research proga#imer than a research problem.
The theoretical and broad perspective taken in this chagptpplied to the concrete prob-
lem of delay adaptation and simultaneity in the followingpters 9-11 that conclude the
results part of this book. The final chapter 12 revisits thdybof data presented in this
book in the light of the underlying theme: the re-introdantof computer modelling into
an enactive and embodied approach to cognition, by meanR sfrgulation modelling.

8.1 Newton Meets Descartes: The Classical Approach

What is a caricatured naive stance towards time cognitoniely speaking, it assumes
that there is an objective time in the world, a Newtonian tam®w, that imposes a global
order on events (before, at the same time, after) and defivsedide temporal distances
between temporal events (a day before, five seconds aftemaive representationalist
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and objectivist perspective on time cognition assumes ti@trtime cognition is basically
about having an internal clock, a mechanism to properly omeathe timing of external
events for our internal mental recreation of the world (eg3gbbon and Church, 1984).
This approach has indeed been implemented in early Al systgrd models of time cog-
nition. They use, e.g., temporal logic that extends prdfmosl logic to include a time
variable or tense stamps for each proposition (Allen, 19&nilarly, indexicality with
time stamps is used in formal semantics to disambiguatedeshfanguage (Heim and
Kratzer, 1998). The advantages of this view are (a) thatpeafs to our intuition of what
time is and how it works and (b) its simplicity. The disadag#, however, is that with this
view, one runs into three entire classes of drastic probtbatsare described in the follow-
ing in a little bit more detail: ontological problems abol thature of real time; technical
problems about computers acting in real time; a failure tmaot for the phenomenon of
mental time.

Firstly, both Einstein’s relativity theory and quantum rhanics have challenged our naive
intuitions about the objective reality. Experientiallyne appears to us as an arrow and
space as a three-dimensional Euclidean coordinate syhtgrodntains matter and objects
with defined boundaries, in agreement with Newtonian plsydide are tempted to believe
that this view corresponds to an objective, observer-irddpnt reality. With the insights
of modern physics, however, the most basic dimensions ichwvie perceive the world
— time, causality, spatial extensioetc. — are shaken. Einstein’s relativity theory has
counter-intuitive consequences, such as the possibflityder inversion, time dilation and
size contraction, all of which depend on the inertial systemhich an observer is located.
Heisenberg'’s uncertainty principle in quantum mechanasslad Schrodinger to think up
the well-known and mind-boggling thought experiment alkegat that is both alive and
dead, in order to criticise the Copenhagen interpretatlarreality, the counter-intuitive
results from modern physics do not impact on our everydaglivthey concern events at
very high velocities or on nanoscopic scales. Yet, theydemamvondering what can be said
about a ‘world out there’, in the absence of us, the sensengakeatures, that only pick
up on the structures that concern us, certain time-scaetsiig spatial dimensions, certain
forms of energyetc.

(Bitbol, 2001) argues that the seeming paradoxes of quantechanics stem from the
prevalent representationalist-dualist epistemologw ¢bnstructivist epistemology with a
“two-way set of relations between theories of knowledge seidntific theories” (Bitbol,
2001) is adopted, they can be resolved. This means, howevaccept that the observer
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is an essential part of the scientific story, that the natsci&nces do indeed not describe
nature, but much rather the “interplay between nature ansebees” (Bitbol, 2001). Ven-
turing briefly into the domain of metaphysics, Bitbol's angent, which is only partially
reproduced here, shows that the very idea of an observepémtient reality or universal
scientific truth is flawed, even in the ‘hardest’ science tfia., physics. The epistemo-
logical constructivism in physics that Bitbol describesnmises the observer-dependence
of time (Bitbol, 1988).

Rejecting an objectivist world-view, obviously, does inway contradict the construction
and usage of clocks as tools for time measurement or the pbotan absolute time arrow
and Newtonian physics as helpful mental constructs. Indépdamical systems theory,
which, as argued in chapter 3, is one of the prime mathentatchscientific tools for the
enactive approach, employs Newtonian absolute time asfaori variable, an atom of
explanation. What is important is that it has to be made eiphiat time as a useful mental
and technical tool does not possess any kind of ontologiatity or reality over the rest
of our useful mental constructs and, therefore, at somé, leguires explanation, just like
all the others.

The second point is about the problems that GOFAI systems Wit acting in real-time.
These have been described by critics of the computatidandimdigm many times and
have already been addressed in chapter 2. A system that &xighe and aims to repre-
sent the passing of time gets into trouble coordinatingriterinal and external time arrow.
As (Cantwell-Smith, 1996) points out, in the case of a cldkls coordination is all it does
and the closer the clock comes to mimicking the natural peegthat were chosen to de-
fine temporal units, the better the clock. In the case of aaligopmputer, things are more
difficult, because the formal language in which it is definadt¢mata theory) disregards
real time, which means that any Turing machine can be iriatadtin different ways that
are temporally contingent, by adding an external clock aithitrary time scale or exact-
ness to the computational process. The implicit premisdimifig, 1950)’s ‘Computing
Machinery and Intelligence’ is that exact timing is irredew to intelligence. This premise
has been criticised many times by different authors. To nlame few: Cantwell-Smith’s
criticism that “[traditional models of inference] take ttemporality of inference to be in-
dependent of the temporality of the semantic domain” antttiese need to be at least
partially coordinated (Cantwell-Smith, 1996, p. 259); @elder’s diagnosis that the com-
putational hypothesis treats “time as discrete order’amtthan a real-valued variable in his
plea for the dynamical hypothesis in cognitive science @aider, 1998, p. 6); Harvest
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al.'s observation that computational systems are “a rathezialiged and bizarre subset”
of dynamical systems which are characterised by the fatttipalates are done discretely
in sequence, with no direct references to any time interaat! are thus instantiated with
accidental real-time properties (Harveyal, 2005, p. 6). All these authors come to the
same conclusion: the need for embodiment and embeddedrmesd-time interaction and
a formalism that unifies model-external and model-intetimé. This realisation is al-
ready half the way towards an enactive approach, even ifigatitn of the shortcomings
in computational systems by inclusion of an explicit clocldgartial co-ordination is a
half-blooded possibility (e.g., Clark, 1998; Cantwell-8m1996).

The third point is the most obvious point and can even be arggainst a dyed-in-the wool
objectivist. Even if it were the case that time was basiclligwtonian and even if there
were no problems of synchronising the represented time uriad Machine with this real
time, a simple fact is thahental time does not work that wajo take the most trivial ex-
ample, everybody knows that in our experience, sometinmas, fties and sometimes, the
hours go incredibly slowly. This is but one and one of the Iag=resting examples of how
our mental time behaves strangely and at odds with Newtqgohigisics. There is simply no
evidence for a central, linear and dedicated internal clnekhanisms, and many authors
in cognitive science, even if they do not affiliate with emaebr constructivist approaches,
have developed proto-constructivist views on time peioepin the basis of empirical ev-
idence. For instance, (lvry and Schlerf, 2008), in a recewiexv of evidence and models
of time perception, conclude that “neuropsychologicateesh generally has promoted
models in which time is represented by dedicated neuraésyst whereas “recent physi-
ological and computational studies have highlighted honperal information is reflected
in the intrinsic dynamics of neural activity”. They referasecent model of psychophysical
duration judgements (Karmarkar and Buonomano, 2007) #es the inherent dynamical
repertoire of a big recurrent neural network and predist®ragst other things, nonlinear
interactions between perceptual judgements in humansS@ete 8.6 below). In a similar
way, but from a more phenomenal perspective, (Dennett ansliiurne, 1992) argue that
it is erroneous to suppose that “there must be some place ibrdin where ‘it all comes
together’ in a multi-modal representation or display” ahdtt“there is no one place in
the brain through which all these causal trains must pasederdo deposit their contents

‘in consciousness™. Both the intrinsic models of time pgrtion described in (lvry and
Schlerf, 2008) and the multiple drafts model proposed im(izdt and Kinsbourne, 1992)

are in some ways similar to the enactive view on temporaktyetbped here.
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Taking these three classes of problems together, they sugge common thing: why
make the effort of modelling an internal clock, a separate @edicated mechanism, to
temporally tag cognitive events and strive for coordinatd internal and external time,
when this is not even what we humans do? Are we not still pdyfable to act in real-time
despite our messed-up mental time that resists logic anddwéan physics, despite lack
of biological evidence for a central dedicated clock meitra? A Newtonian-Cartesian-
cognitivist approach smoothes over the real puzzles andemgs of time cognition even
before scientific work starts. The classical computatishatodeller will end up wasting
her time solving artificially induced technical problemsutking from the choice of formal
language, trying to co-ordinate internal and external timg not address any of the real
guestions. The puzzle of how coordination is achieved ifigfi of latencies is passed on
to a presumed homunculus that works with the skillfully donsted internal representation
of external time. By contrast, a constructivist enactivprapch sets out to find meaning-
ful sensorimotor invariances, circuikmowing howto predict and coordinate, rather than
knowing thattemporal relations exists. It takes into considerationrtatiral habitat and
evolutionary history of the human species, and thus triexpdain what leads us to con-
struct our perception of time so stably across different @iosof time. Such an approach
is infinitely more difficult, yet infinitely more satisfactar

8.2 Time and its Many Dimensions in our Mind

The remainder of this chapter attempts to represent in aaterimplex landscape of evi-
dence and ideas that thinkers and scientists have expressede cognition and percep-
tion and how they relate. Starting off with merely phenomegizal descriptions of time
(Sect. 8.3), that refers predominantly to James’ work (Whic turn, had been explicitly
influenced by Husserl’s). It also makes reference to the wbtusserl, Merleau-Ponty
and other ‘real’ phenomenologists. Section 8.4 stays withé realm of conceptual con-
templation, but focuses on those thinkers that explicitlix mental time to physical pro-
cesses, such as Kant and Piaget. Section 8.5 presentsa@hppproaches that rely in
some form on verbal experiential reports, such as NUuf@krapological work, Shanon’s
research on altered states of consciousness and Piagetisragnts in children’s cognitive
development. Section 8.6 presents evidence from cogmueoscience, the psychology
of perception and psychophysics, which makes direct rateréo physical and physiolog-
ical processes which may play a role in the constitution ohjiive time experience. An
attempt to bring these diverse perspectives together isrtadcen in Sect. 8.7.
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Before starting this journey, some conceptual distincioave to be made that recur across
authors and disciplines, to prime the reader and ease theftageing the connections in
this broad spectrum of work. Firstly, nearly all researshtat have seriously dealt with
explaining temporal experience have remarked thete is a primitive/intuitive temporal
dimension inherent in our flow of consciousness and thatdiffsrent from our cognitive
and symbolic conception of timédowever, there is a multitude of ideas about the exact
nature of either and how levels of sophistication are stmect and relate. Secondlg,
spatial metaphor of timeeems absolutely indispensable to any analysis of timelasd t
link between space and time has frequently been made axpliseems that the question
of how the conception of space and the conception of timeeéeof crucial importance
in an enactive approach to mind. Thirdly, a close look at thtgons ofknowledge and time
reveals that they are intricately linked, in a story thatudes also the concepts afency
and possibility This last point is possibly the most obscure, tacit andtldageloped of
the three.

The reader who expects a coherent theory of time and tenifyavél be disappointed. The
picture that emerges is one of ‘thought in progress’. BExtenscientific and conceptual
work will be necessary to come up with a theory of time pericgptAll that this chapter
does is to phrase questions, from which such an extensivesagodr can start. An attempt
to hint at an answer to some of them is undertaken in chapter 11

8.3 Phenomenology

The most fundamental observation on the phenomenologyraf fierception is that the
“cognized present is no knife-edge, but a saddle-back, witlertain breadth of its own
on which we sit perched, and from which we look in two direstidnto time” (James,
1890). Were our flow of experience but a chaining of punctuairants, as our Newtonian-
Cartesian intuition has us believayr experience would change, but we could never expe-
rience any changeThe just-past is always still present, as is that which ualo come.
This dynamic of ‘retentions’ and ‘protentions’ in our exjegrce of the present has been
analysed and described in detail by Husserl (in Steiner7 198ther thinkers mentioned in
this context share and extend the observation that thergrissepecious’ in this sense.
These extended chunks of present do not change continuaualy experience. They do
not flow like a river, but instead switch abruptly, discrgtalwitching their overlapping yet
different meaningful content. “The discreteness is, hayemerely due to the fact that
our successive acts of recognition or apperception of whatare discrete. The sensa-
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tion is as continuous as any sensation can be.” (James,.18B8)observation rephrases
Husserl's distinction between the bottom two (of three)elayof time phenomenology.
(Varela, 1999) refers to these in an interpretation of Hi'sssork as the subtle ‘absolute
flow of consciousness’ (level one) and the immanent flow of mivegul moments (level
two). So, from a continuous and changing flow of primitive s&ion, we construct and
chain moments of recognition that ameaningfulin the most rudimentary form. These
discrete and chained moments are not of arbitrary lengtis dbgnitively impossible to
grasp and experience an extended time span as a singlesite@gercept. James observes
that, in this point, there is an interesting qualitativéatiénce between the phenomenology
of time and that of space. Even though we can zoom in or zoorofagace according to
need and experience an entire landscape as an integratechpdieon, containing objects
that are kilometres apart, as well as focus on microscomatsy blanking out the rest,
this is not possible for time experience, which was a ‘mybgénse: “The durations we
have practically most to deal with — minutes, hours, and dakiave to be symbolically
conceived, and constructed by mental addition, after thkida of those extents of hun-
dreds of miles and upward, which in the field of space are betoa range of most men’s
practical interests altogether.” (James, 1890). Thistamdil layer of time phenomenology
is the same as Husserl's third layer, which Varela calls yimetmlic-narrative (third level).
The distinction between these three layers is importantwigasing research questions
concerned with mental time. As the following sections whibgs, these layers function and
can be modulated more or less independently from each atherefore, it has to be made
clear which of the layers is addressed and how. The naivie€ian illusion that time is
one coherent variable in our mind, a central clock, alreadghiallenged by this layered
structure of temporal experience.

Only through the construction of the third symbolic levetiaie phenomenology, a funda-
mental and interesting issue enters the stage: the apgemeatox of experienced pastness.
Supposedly, at any moment in time, only the present is realthe past (nor the future).
The memory of the past, and the anticipation of the future,naanifestations of the past
and the future in the present, a kind of ‘trace’ as (Merleauntl, 2002) calls it. The ques-
tion then, as (James, 1890) points out, is: “But how do thieisg$ get their pastness?” A
memory cannobethe past because the past does not exist anymore. If a meinsigad,
was a retrieval of the original train of discrete chunks dfjsative experience, it would
feel as present as it did when it was lived. The memory weasitmn of the past-made-
present, and what this pastness consists of is a mysteryn Abe problem is not obvious
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from a representationalist perspective, where past carresented by tagging bits of
information temporally, which, arguably, does not do jostio the just described experi-
ence of pastness. As (Merleau-Ponty, 2002) points outpitiiscapacity to remember and
expect and thereby experientially change the directioh®flbw of consciousness, which
allows us to think of time as time. Paradoxically, througis tonceptualisation of time,
it ceases to be temporal: “It is spatial, since its momergssaread out before thought”
(Merleau-Ponty, 2002, p. 482).

These two observations — the three layer structure of teahpaperience and the spatial
metaphor of time in the symbolic layer of time perceptionjekimakes mental travel to
memories and future anticipations possible, are the mastalinsights from phenomenol-
ogy for the present purposes. The phenomenologists haesvassmany more. Among
them, there is the distinction between future and pasthrhidity in the primitive flow of
time; meaning, intentionality and objects of time. Valuatllough these contributions are,
Varela’s critical remark that “[we] still lack a phenomengy of internal time conscious-
ness where the reductive gestures and the textural base ekferience figure explicitly
and fully” (Varela, 1999) is adequate. The expert phenorugyist reader is asked to bear
with an impatient scientist author that has dealt with theéemial only superficially. | dare
to argue that for the scientist interested in a particulaperal phenomenon, the phenome-
nologist’s viewpoints are too abstract, too general, ingaemporal experience across time
scales, modalities, tasks, behaviours, levels of abgtraahd, therefore, deal with a mental
time thatis disembodied and detached from physics. As (¥at899) points out, Husserl's
prime example of listening to a melody is developed withawt mention of whether this
melody is familiar, of which kind of emotional effect it hashere it is heard, in a large
room, a small room, an open space, sitting, standingtgAll these factors clearly hold
the potential to impact on the temporal experience of theepie

Phenomenology as a discipline never aspired to be sciemtéier aspired naturalisation.
In a scientific endeavour to explain time perception and egpeed temporality, some of
the phenomenologist’s observations are invaluable insiaglthe poverty and inadequacy
of a vulgar Cartesian intuition about mental time. Also,ytipeovide the vocabulary to
name distinctions between different aspects and levelseoftah time. Phenomenology
does have its niche in the interdisciplinary study of mindhyossibilities and limitations.
But it it is not all there is to temporal experience, matedall physical processes are
equally important. As this chapter proceeds, work presdmeomes increasingly concrete
and scientific, bringing in that other side.
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8.4 The Construction of Time

The preceding summary of our experience of time hardly maflrence to the idea of
a simple four dimensional physical Newtonian-Cartesiaretspace. However, even if
the phenomenology of time perception does not follow theslafvNewtonian physics,
the world does — at least, most of the time. Newtonian timelfiand its geometrical
and mathematical properties, applied to the real world radlaus, are very powerful in
explaining, understanding and predicting it. Drawing oouthhts by Kant and Piaget, this
section, which is still conceptual, tries to explain thélbetween mental time and physical
time and the role of the spatial metaphor of the time as arrow.

To start with the discussion of time in (Kant, 1974Fstique of Pure Reasqnn the tran-
scendental aesthetics, Kant assigns a special statuseatichspace, calling them tlae
priori formal conditions ofAnschauungperception). In an at least proto-constructivist
fashion, Kant stresses again and again that time and spacwtobjectively real, in the
sense that they are not observer-independent propertigee d¥elt an sich(world in it-
self). Time is nothing but the form of our inner senses, oyregience of our changing
selfl As such, time has ‘empirical reality’, ‘subjective realifgr Kant, and it makes the
perception/imagination of self possible, the reflexivejsative experience of subjectivity
itself, as an object. This description of registered change in inner subjectiatesesonates
strongly with the phenomenologists’ identification of thgtive and immanent levels of
time experience. However, Husserl observes that reflexiperéence of change as change
is, in itself, atemporal and, therefore, not part of the imera flow of time (in Steiner,
1997, p. 327). Also, Kant's idea that temporality of diregbgective experience is neces-
sary for the experience of self resonates with (Heideg@83)s idea that temporality is
necessary for concernful existence.

For Kant, the irreducible reality of subjective tinaepriori as a changing flow does not
contain or imply the categorical and relational propertieg characterise our grown adult
conception of time. Time, at this level, is not a propertytw £xperienced exterior. It is
not a property of gestalt, locatioatc, but instead it determines the relation of experience
in our inner state only. This lack of a gestalt of our innetesta compensated for by
the construction of a metaphor such as time as an arrow thest goinfinity, chaining

1“Dije Zeit ist nichts anders, als die Form des innern Sinngsdds Anschauens unserer selbs und unsers innern
Zustandes” (Kant, 1974, p. 80f).

2"[Die Zeit] hat also subjektive Realitat in Ansehung demémn Erfahrung, h. i. ich habe wirklich die Vorstellung
von der Zeit undneinerBestimmungen in ihr. Sie ist also wirklich nicht als Obje&hgern als die Vorstellungsart
meiner selbst als Objekts anzusehen” (Kant, 1974, p. 83).
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‘manifolds’.® Only thereby, time is projected into the world and becomesopgrty not
just of self and subjective experience, but of the objeatsiad us. Crucially, Kant sees
the construction of time as an object, as a dimension of thectibe world as a strictly
logical process: apart from ‘empirical reality’, time pesses ‘transcendental ideality’. He
supports his claim with the fact that mathematical and laldaws hold for time and space,
which are strictly intersubjectively valid and thus notlhea@ posteriori but, what he calls
‘synthetic judgementa priori’.

Further on in the Critique of Pure Reason, Kant also hintsatd& some of the relations
between time and space and their geometrical propertieféhtninks form the basis for
the synthetic judgements priori that constitute transcendentally ideal concepts of time
and space. In the analogies of experience (transcendeatgtias), Kant explains how the
concepts of constancy, succession and simultanBgpdrrlichkeit, Folge und Zugleich-
sein) result from connecting distinct experiences in subjectimne. For instance, he points
out that simultaneity in time is given if the order in whichjetts are perceived is arbi-
trary or reversible, for if the order in which they were expaced was fixed, they would
be successive and not simultaneduAt the same time, he asserts that the rules of con-
stancy, succession and simultaneity angriori and necessary for experience to happen at
all.® This identification of reversibility as characteristic tistthguish space and time is
essential to fully understand what the spatial metaphoinué as an arrow really means.
(Merleau-Ponty, 2002) remarked that it is the possibilitgihticipate and remember, which
allows us to travel freely in both directions on time’s arrand to thus spatialise and ob-
jectify time, to overcome the ‘myopic’ character of time tfidames, 1890) observed (i.e.,
that only moments of short duration can be directly expegenas coherent percept, cf.
Sect. 8.3). In Kant's view of space and time, only when thiatfer than oneself move

3“Denn die Zeit kann keine Bestimmung auRerer Erscheinursgin; sie gehoret weder zu einer Gestalt, oder
Lage,etc, dagegen bestimmt sie das Verhaltnis der Vorstellung s&rm innern Zustande. Und, eben weil diese
innre Anschauung keine Gestalt gibt, suchen wir auch dibgel durch Analogien zu ersetzen, und stellen die
Zeitfolge durch eine ins Unendliche fortgehende Linie wonvelcher das Mannigfaltige eine Reihe ausmacht”
(Kant, 1974, p. 80f).

4Synthetic judgments priori’ can be roughly understood as judgments that are indepemdexperience,
necessary and universal, without being directly and otshotautological.

5«und darum weil die Wahrnehmungen dieser Gegenstandedgnavechselseitig folgen kdnnen, sage ich, sie
existieren zugleich” (Kant, 1974, p. 242) or later “Worakesmt man aber: daB sie in einer und derselben Zeit
sind? Wenn die Ordnung in der Synthesis der ApprehensioiesesiMannigfaltigen gleichgdiltig ist, d.i. von A,
durch B, C, E, auf E, oder auch umgekehrt von E zu A gehen kaennDware sie in der Zeit nach einander (in
der Ordnung, die von A anhebt, und in E endigt), so ist es whictyy die Apprehension in der Wahrnehmung von
E anzuheben, um riickwarts zu A fortzugehen, weil A zur @eggnen Zeit gehort, und also kein Gegenstand der
Apprehension mehr sein kann” (Kant, 1974, p. 243).

6“Daher werden drei Regeln aller Zeitverhaltnisse der Eeswngen, wornach jeder ihr Dasein in aller Er-
fahrung vorangehen, und diese allererst moglich machearit 1974, p. 217).
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around, the conceptions of time and space get in contactrandriflict and require the
construction of relations such as movement, velocity/dpsienultaneity and causality in
order to distinguish them and disambiguate, which resubis fthe processes and experi-
ences described by Kant in his analogies of experience.

Kant is right in pointing out that our temporal and spatiapesience, in its most rudi-
mentary form, cannot be stripped off our experience and ingagaway in the way that
other aesthetic qualities, such as hardness or colour catripped off. He is also right
in pointing out that temporal experience is tied even claserexperience than spatial ex-
perience: space is a property of the exterior, but subjécis experienced non-spatially,
yet temporally. This is why Cartesian fantasies of braingats orThe Matrixare happy
to place thaes cogitansn an illusory fantasy world, hiding the ‘real’ world as reda its
spatial surroundings; the time line, however, in which tleeaption takes place is main-
tained, because it is thepriori form of the subject. If temporal coherence is lost, self is
lost. However, what is debatable is the privileged charati@ Kant assigns to the con-
structed and projected ‘transcendentally ideal’ time (gpate): the elaborate observations
by the phenomenologists, as well as the empirical data predé the following Sects. 8.5
and 8.6 show that there are many and variable factors catitrghto the conception of time
(culture, sensorimotor dynamics, development, intacttioning of the braingtc). The
logical properties of time are, to a degree, contingent aselfactors. The processes of
construction Kant describes, which underlie the synthjatigements priori that lead to
the transcendentally ideal notion of time, can they not berinpted? The empirical study
of the construction of time shows that unusual circumstares lead to experiences of
time, even on the abstract symbolic level, that violatedabtonstraints.

Piaget’s views, expressed nearly two centuries later,rangainy ways akin to Kant's. He
distinguishesntuitive timeandoperational time Intuitive time, for Piaget, is “limited to
successions and durations given by direct perceptiondg@j 1969, p. 2), which seems
to broadly correspond to what Kant describes gsiori “Ansehung der innern Erfahrung’
(observation of inner experience) (Kant, 1974, p. 83), sttoperational time “is the op-
erational co-ordination of the motions themselves” (Pia869, p. 3) and builds on the
active, successive construction of the relations betwaeul&neity, succession and dura-
tion.

Both, Kant and Piaget, distinguish two and only two modi ofdj the primitive and the
constructed (intuitive vs. operational in Piaget, empirics. transcendental in Kant). This
contrasts with the more fine-grained view of the phenomagisis, who pick up on the even



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

The Embodiment of Time 155

more subtle distinction between the primitive and the imemrflow of time. Where both
Piaget and Kant go beyond the phenomenologists, howeweitempting to explain how
the primitive and the constructed level of time experieratate, how one is constructed on
top of the other, making reference to the body, to action aritié external world.

Piaget hypothesises that space and geometrical relafjanisave to be constructed prior
to the development of a more sophisticated concept of tirftés ‘bnly once [space] has
already been constructed, that time can be conceived aslapandent system” (Piaget,
1969, p. 2). Piaget seems to assign ontological prioritthedonception of space over
the concept of time (“In the course of its construction, timmains a simple dimension
inseparable from space” (Piaget, 1969, p. 2), whereas &spattices for the co-ordination
of simultaneous positions” (Piaget, 1969, p. 2) and “spacabiove all a system of con-
crete operations, inseparable from the experiences tawtha&y give rise and which they
transform” (Piaget, 1969, p. 1). Time, then, on the basis pfeaexisting conception of
objective space, defines the relation of change in spacesdan as displacements are
introduced they bring in their train distinct and therefsteecessive spatial states whose
co-ordination is nothing other than time itself.” (Piage®69, p. 2). The important addi-
tion Piaget thus makes is that the construction of time iagestvise developmental process
that relies on a history of sensorimotor interactions whti world, not a disembodied pro-
cess of mathematical deduction. The construction of tinmesafter thé&knowing howto
act in a coordinated manner in the real world.

Both Piaget and Kant rush over a number of steps along the Wwagve temporal expe-
rience is constructed. While Kant has focused too much ototjieal-mathematical side
of space and time, neglecting the real-world processeglyintgit, Piaget fails to address
the complexity and reciprocity of the steps that lead towdh@& construction of sophisti-
cated concepts of both time and space, prioritising spageoBtrast, Kant describes how,
from primitive temporal experience (i.e., the experientetmnge) and primitive spatial
experience (i.e., the experience of inside/outside), noperational conceptions of both
time and space are bootstrapped, in a process of mutualrgiraotion. Combining the
mutuality and graduality of Kant’'s account and the embodie¢elopmental perspective of
Piaget, a good starting point to understand the evidencepted below is gained. Com-
paring species, cultures, developmental stages, patleal@xperience of timegtc, it will

be possible to understand the mutual dependencies betersda bf temporality and spa-
tiality and how they rely on one another, at least intuitjvel
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The enactive approach sees the living organism and its #wphary and developmental his-
tory as the physical basis of mind. (Stewart, forthcominghfs out that “developmental
systems have to make do with piecemeal step-by-step tmkand cannot be redesigned
from scratch”. He argues that the changing constraintssihaltition puts on development
(andvice versarequire explanation. In (Barandiarahal, 2009), we sketch out a hierar-
chy of spatio-temporal complexity of behaviour and cogmitipicking target organisms for
crucial transitions in phylogenetic evolutionary histoffne hierarchy is based on the con-
straints and possibilities afforded by the organisatiothefnervous and the sensorimotor
system. For instance, in the bacteri@nColi, no reversibility of action is possible. Picking
up Kant’s point that reversibility of experience is whattatiguishes spatial from temporal
sensation (earlier this section), we can infer thatHdZoli, time and space do not exist as
distinct factors in its behavioural domain. Following Kaneasoning, the only distinction
between time and space possible from the perspecti#©@bli is the most fundamental
one (change, inside-outside). The organism can never beitle change in sensation is
caused by the bacterium itself or by an outside force, if thiange cannot be reversed
at will.” Other organisms (e.g., some insects) may have access tiogad order, i.e.,
they are able to reproduce a sequence of sensory statespthtat the metric properties
of space and time. Yet other organisms (some vertebratesgipe and exploit the metric
properties, but are unable to spatialise and symbolise dsnarrow, which, probably, is
an exclusively human skill that requires symbolic cogeitéapacities and enables us to
mentally travel back and forth in time at will. The sophiation of space and time, that
starts from the primitiva priori forms of perception and reaches the pinnacle in human re-
flexive and symbolic abstracted space-time, is a processadiigl co-construction in both
development and evolution.

8.5 Findings on Cognitive Concepts of Time

After an extensive conceptual analysis, the focus nowssloier to empirical research.
This section presents work from Piaget’s developmentatipasipgy of the conception of
time, from linguistic/anthropological work on the conaegitmetaphors of ‘time as space’

"This is besides the point of whether we want to talk aboutdsicintelligence or bacteria cognition at all,
given that what bacteria do does not involve any reflexiveaglreness or the like — as outlined in chapter 2, the
enactive approach sees the mind and life on a continuum,ingk® €elled bacterial life is at the far bottom end
of autonomous living organisation. Recall (Jonas, 1968)@ (Weber, 2003)’s argument that our own experience
as living organisms helps us to understand meaning and alo#her organisms, even if they are incapable of
reflexive self-awareness.
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and from Shanon’s work on temporal experience under theeinfle of the psychedelic
Ayahuasca potiofi. These examples serve to ground the preceding theoretictdropla-
tions in empirical research. However, they remain on thescimus and symbolic level,
as the data is generated from verbal reports. The more sabdldasic aspects of time
experience and time perception that can be disrupted bylsipfyysical manipulations on
the macro level are treated in the next section.

Out of the experiments about the construction of the chddisception of time, those about
succession and simultaneity in physical time are partibutavealing. The experimental
paradigm used in both cases is the simultaneous motion ofigueces at different veloc-
ities, either stopping simultaneously or successively.e Buthe difference in velocity,
this scenario can lead to different spatial configuratiomseoboth figures have stopped,
where the spatial order does not necessarily reflect theaeahgrder in which the figures
stopped. This contingency between temporal order andadatjanisation leads to char-
acteristic confusions in children at certain stages of igraent, when asked about spatial
displacements, temporal orderings and how these two relateshat Piaget calls ‘stage
I’ “successions and durations remain undifferentiatedifdistances [...] and differences
in speed are thought to preclude synchronous processesahtbl confused estimates of
duration.” (Piaget, 1969, p. 85). The following excerptrfr@n experiment with a four
year old child will help to gain an impression of the kind ofas children make at stage
I. The child is presented with a situation in which a yellowufig is made to stop earlier
than a blue figure, with the blue figure still stopping spatilss far than the yellow figure
(child’s responses in italics):

“Did they stop at the same timé®o. Which one stopped firstPhe blue oneWhich moved
longer?The yellow onel. . .] But which one stopped firstPhe yellow one. No, it was the
blue one, the yellow one went on longeet’s do it again. (The race is re-rurThe yellow
one stopped first, the blue one was still moving, so the yalloswvent on longeBut did
one stop before the othefhe blue oné(Piaget, 1969, p. 86).

Children at this developmental stage are incapable of tieteor correcting their confu-
sion of temporal and spatial differences, and do not seenetbdthered by the logical
contradictions either. Their symbolic temporal exper&isancomplete.

To pre-empt objections that there could be just a linguistinfusion about the spatial
metaphor in time, Piaget mentions that he and his colleagjsesisked the children further,
less ambiguous and more intuitive questions, coming to déineesresults of the children
confusing temporal and spatial order. Interestingly, ffstesnatic mistakes disappear at the

8Ayahuasca is a psychedelic herbal brew used in a ritual xbimtenany indigenous cultures in Amazonia.
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same developmental stage, if the figures are made to movepmosing directions such
that the spatial and the temporal dimension are more clsapgrate in the scene. Piaget
then describes how children pass through later develo@hstiaiges in which they would
still make misjudgements of the described type, but be abotrect them when being
pointed, in dialogue, to the logical contradictions in the&iport, before finally arriving
at a ‘transcendentally ideal’, in Kant's sense, conceptibtime. These stages and the
mistakes they entail are the same if the child itself is maden against the experimenter,
as an agent of the scene, rather than as a mere observer.

From these results, it is clear that what we experience & dift layers of time perception
phenomenologically also corresponds to different levélbahaviour and physical pro-
cesses. A child that is developmentally advanced enougtatbthese kinds of interviews
has an intact capacity to register change and the immanairiinf of meaningful mo-
ments. It is also sufficiently symbolically developed to asel understand language with
compositional structure. However, it lacks the maturityeiperience space and time as
transcendentally ideal. The children have clearly leatoetme temporal properties of
objects in the world and describe order relations, but tlteseepts remain fuzzy and in-
termingled with those of space. Even though children arfepty able to coordinate their
actions in the real world, there is no clear distinction toern between those changes in
a previously registered flow of consciousness that areyrealersible (spatial) and those
that are only mentally reversible (temporal). The symblalier of time experience, with
its mathematical and logical properties, is not yet fullyeleped.

Another interesting turn on the story of how time and spatateean our symbolic con-
ception comes from the use of spatial language as a metaphtime in an across-culture
comparison. (Lakoff and Johnson, 2003) report that spkti@juage is used metaphor-
ically to talk about time in nearly all languages: usuallye ffuture is seen as being in
front, whereas the past is conceived of as behind, in expressuch as: ‘the time will
come when ...’ or ‘in the weeks ahead of us’ (Lakoff and John2003, p. 42). Lakoff
and Johnson’s work shows that such ‘conceptual metaphmsised systematically and
consistently across cultures, and they interpret thisesyatic occurrence as a sign of an
inherent semantic link between the concepts, not just askembehorthand. All inter- and
intra-cultural inconsistencies in the metaphor they entened could be assimilated into
a universal story by including an aspect of agency in the phetg i.e., to conceive time
passing as motion, which can be instantiated either as taimgtihe moving object or us
as moving in time (Lakoff and Johnson, 2003, p. 41-45).
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A very interesting deviation from the described conceptoataphor has been described
by (NUfez and Sweetser, 2006) to occur in the Aymara laggspoken by indigenous
people in certain parts of the Andes. In a crude simplificattb NGfez and Sweetser’s
findings, the Aymara language is to date the only reporteduage in which thd¢ime

is spacemetaphor is directionally inverted (i.e., the past is cqutgalised as in front of
the speaker and the future as behind). Most intriguingyfi®Z and Sweetser have also
found that the accompanying gestures of the Aymara speakenply with this use of
language (e.g., an Aymara speaker would point forwards wiserg the Aymara word for
forward and when referring to the past) and that this seespiagjal inversion of temporal
gestures is preserved when native Aymara speakers sped@nties dialect of Spanish.
They partially adapt the Spanish grammar to match the canabmetaphor.

The usuatime is spacenetaphor, as described by Lakoff and Johnson, appearsuxaitat
link to the processes of spatialisation and temporalisativough embodied experience,
as we have analysed them so far. The Aymaran people’s use ahétaphor in the in-
verse direction is counter-intuitive and hard to conceikefirst glance, it is also hard to
even integrate it into the story of embodied constructioimme and space through our
development and from our embodied interactions with thérenment.

NUfiez and Sweetser have a very interesting explanatidhifoexceptional use of theme

is spaceconceptual metaphor in language and gesture that recericiidth Lakoff and
Johnson’s ideas: they observe that Aymaran spatial metapbiotime never involve any
self-motion. Whilst theéime is spacenetaphor in most languages involves movement along
a path or ariver (either by the subject or by an agent-tinedfjtdeaving behind visited (past
and known) stations and discovering the new behind the raexiee, the spatial metaphor
of time for the Aymaran people is a static one. In this stapatiml metaphor of time,
the space in front of the subject is visible, which means kriswn. The space behind
the speaker, on the other hand, is unknown. Things occubdtgnd the speakers back
can go undetected and surprise the speaker, just as the hdsrpotential for surprises.
Therefore, a conceptual metaphor of ‘seeing is knowing'¢cémbination with the fact
that what is seen is in the front, overwrites the metaphomoé tas motion along a path.
Interestingly, the authors also point out that the Aymaraltuce assigns importance to
personal testimony and that they discredit talking abogisteculative/unknown, which is
marked by a reluctance to talk about the future in general.

These interesting findings show two things: firstly, it is wspible to talk abouhe spatial
metaphor of time. There are variable structural similesitat different levels of meaning
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and interpretation between the two. The comrtiore is spacenetaphor actually has to be
elaborated to be time is motion along a patimetaphor, whilst the metaphor tife past is
known and the future is unknowin combination with aeeing is knowingnetaphor, can
lead to an alternative interpretation of how location cgpends to a conceptualisation of
time, a more passive and backward looking one. Secondimphasises an aspect of tem-
poral conception that has not yet been treated in depththe criteria for distinguishing
the past from the future in our present experience of tinge, (distinguishing memories
from anticipations). What characterises the past is thadés not change, neither by its
own accounts, nor by an agent’s own influence. Only by takgenay out of the picture,
the Aymaran people make it possible to conceive of what isantfas the past. The future,
however, is open, it can change, and it can be changed thiategitional action, and in
this sense, it is not yet real, not part of this present worhis relates to Merleau-Ponty’s
remark that the future seems to only exist “by analogy” (Mau-Ponty, 2002, p. 481), by
a guess that this moment will pass and turn into past likenalldnes before it, being re-
placed by another one that is yet unknown. The present, tbgically, is what is jammed
in between the two: it comprises all that is in its making:réhis no more the possibility
to take influence on it, but what exactly it entails has stilbe verified by experience (this
view is elaborated in chapter 12).

As a third lesson from N{fiez’ and Sweetser’s results, veeishbe gently reminded that
our conception of time is not just contingent on developrakephase, that it is not only
phenomenologically more complex and multi-faceted thantkeems to acknowledge,
but that, in its complex structure, temporal experiencéalslo have a strong cultural com-
ponent. (Evans, 2004) lists nine different (yet relatedamiegs of the word/concept ‘time’
in English, four of which he claims to be “secondary lexicahcepts”, i.e., they are cultural
constructs, that are not rooted in universals of human épez. The extent to which such
culturally contingent conceptions of symbolic time inflgertime experience and temporal
behaviour is not clear.

A complementary line of research is (Shanon, 2001)’s rebean temporal perception
under the influence of the psychedelic potion Ayahuascan@fisresearch aims at high-
lighting those aspects of our conscious experience of thddwiat we take for granted,
because they are always there. These aspects can be studiwddiigating how altered,
abnormal states of consciousness lead to distortion ardkistewn of what we think of as
natural and normal and which, as a consequence, brings svhatrnal to our attention. As
concerns the experience of time, there are a number of idtesaobserved in both, natives
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of the Amazon forest (from those cultures in which Ayahuasdeeaditionally used in a rit-
ual context) and naive European and North American ppéitds. Shanon describes some
comparably gentle alterations of temporal experiencengbaf rate of experienced time,
change in perceived distance to past or future events,atdwcof ‘present’ in the illusion
to witness/live past events). These examples are integgdiecause they point out those
factors in our cognitive time that can be topologically diséd whilst leaving the general
logic and order of time intact.

More related to the previous analysis of the nature of theeptof time and space are ex-
periences that induce the feeling of timelessness, eyeani the confusion of perception,
memory and anticipation. There is a more general effect @hwasca that the real and
the unreal get blurred, and confusion of memory and anticipaan be seen as the time-
specific experience of this blur. In relation to the precgdamalysis that the distinction
between the actual and the possible is essential for theiexge of pastness, presentness
and futureness and temporality as different from spafiahis blur induced by Ayahuasca
is important. In the limit case, the blurring of these boungkaresults in states of con-
sciousness which can be seen aompletion of the time is space metaphés Shanon
puts it, “the temporal may, in a fashion, be reduced to théi@pg@Shanon, 2001, p. 47).
To quote a report from such a vision:

“In front of me | saw the space of all possibilities. The pbdiies were there like objects in
physical space. Choosing, | realized, is tantamount toakiag of a particular path in this
space. It does not, however, consist in the generation ohgitally new states of affairs”
(Shanon, 2001, p. 47).

Shanon reports that such an ‘out of time’ experience is fatjy accompanied with the
feeling of omniscience, stripping the future off its spetivie and open character. Resonat-
ing with (Heidegger, 1963)’s ideas of temporality being faesis for concernful existence,
the stepping out of time coincides with a loss of concern prality becomes irrelevant:
a side effect “is the taking of things less seriously and witire tolerance, forgiveness and
also a (benevolent) sense of humour” (Shanon, 2001). Tiisrence of eternity and the
complete spatialisation of time is a perfect instantiabbwhat Husserl describes as God'’s
consciousness, a “limit-notion of temporal analysis: Gadfinite consciousness contains
all times at once. This infinite consciousness is a-temp@raSteiner, 1997, p. 403.And
just as Husserl realises that “even a divine consciousnesfvinave to progress tempo-

9My translation: ... Limes-Begriff der Zeitanalysen: ‘Ges unendliches BewuRtsein umfaRt alle Zeit 'zugle-
ich’. Dieses Bewultsein ist unzeitlich.” (in Steiner, 19p740).
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rally” (in Steiner, 1997, p. 489, the description of experienced eternity under Ayahuasca
is constrained in the same way: “Further, it should be ndtatiwhile traveling in the space
of possibilities takes time, the possibilities themselaesthere, given in an ever-present
atemporal space.” (Shanon, 2001, p. 47). In this experiefiteeing outside time, all
external agency and forces disappear, and thereby all tamtgr Time is spatialised and
loses its meaning. However, even as the constructed notibme in many of its dimen-
sions collapses, the flow of tingepriori, the primitive and the immanent level of temporal
experience, persist.

The reports from various scientific approaches to tempoga¢gences of the constructed
type all seem alien to the healthy sober adult westernery fiblp to illustrate what con-
stitutes mental time, what regularities govern it and hametrelates to space, as well as to
knowledge, subjectivity, possibility and concern. Thegaallustrate which of the qualities
of everyday temporal experience are contingent and cappulsa, even if this disappear-
ance is at the cost of logical consistency, self-concerhecbncept of time itself. Thereby,
they give us an impression of what is left: contemplatingfadise examples, we may get
a better idea of the absolute flow of consciousness thatasall these bizarre transfor-
mations and seems indeed necessarily linked to all humagriexge. This is something
that dedicated central clock approaches will be unable ¢cowat for. The symbolic level
of time experience is constructed from and constrained isypttimitive and the immanent
flow of time. In telling a complete story of time cognitionwill not only be necessary to
investigate the differences between these levels and heywidn be altered, but also how
they relate.

8.6 The Brain, the World and Time Perception

The previous section has given an impression of how temgap#rience on the symbolic
level is variable. Returning to the starting point, the itie Cartesian idea of an internal
clock, one coherent, abstract and logical representafitme in our mind, the analysis so
far has helped to separate some aspects from what we mibtalehintuitively conceive

of as a unified irreducible temporal experience. Coming kacthe phenomenological
analysis (Sect. 8.3), however, there was a further distindietween the immanent flow
and the primitive flow, both of which have to be distinguistfiexn the symbolic level of

time experience. In order to empirically investigate timk Ibetween these more primitive

10My translation: “Selbst ein gottliches BewuRtsein mitéwendig zeitférmig verlaufen” (in Steiner, 1997,
p. 40).



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

The Embodiment of Time 163

levels of time consciousness, i.e., how the immanent floneofporal object-events is
constructed from tha priori primitive flow of consciousness, the level of interventiash
to be scaled down accordingly. Human consciousness ano-koguistic awareness can
be surpassed to a certain degree if you mess with certaictasgiegphysics directly. As it
is the case for the entire chapter, this section is not anwestiva literature review, but just
a presentation of few selected examples, to make a point &loauthe immanent flow of
temporal experience can be modulated in controlled waysitir physical manipulations
of the environment.

In The specious present: a Neurophenomenology of time carssmss'(Varela, 1999)
sets out to link the three levels of temporal experiencetified by Husserl to dynamical
properties of the human brain. From the phenomenologicayais, we recapitulathat
there are three levels of time experience (see Sect. 8.3):

¢ the primitive and continuous flow of sensations

¢ the discrete chaining of meaningful 'nows’ as the immane tf experience

e the symbolically constructed narrative time level thateeds in duration our experi-
ence of the present.

However, there is no reason given yet as to why that shoultdedse — why not just one
level? Why not infinitely many?

Varela attempts to fill this gap, starting off with quantifica of the temporal duration of
changes in each level. The continuous flow of sensationseistifted with the duration
of several tens of milliseconds. This is the time scale inclvthive humans can make
minimal perceptual discriminations about temporal orése( if exact resolution varies
across modalities), the time of micro-saccades and the sitage of inter-neural events
(action potentials). The brain acts as a bottleneck thieegylhysiological limits of our body
imply that changes that happen faster than the fastest ngfahprocesses in the brain and
the body simply do not exist as part of our perceptual world t@p of this time scale of the
continuous flow of sensation, the second level of time canstiess, Husserl's ‘immanent
flow of time’, is constructed. According to Varela, the timeake of this level is in the
scale of around 1 s (the same ballpark as (James, 1890)&ossepresent’ of 3 s), a time
scale which corresponds to the time necessary to integraéea of the atomic sensations
identified as the units of the primitive flow of consciousnessl the time that assemblies of
neurons need to integrate and coordinate their activitiessa the cortex. This is the level
of recognised change, the level in which experience becaulgigctive and present, in a
very rudimentary form meaningful. Varela calls this thelsa# ‘temporal object-events’
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to translate Husserl'geitobjekte(Varela, 1999). Perception of present at this immanent
level has meaningful contents, even if those are not obcévents in a transcendental,
abstract, reflexive sense. This immanent level of time egpee is what Varela focuses on
in his analysis, i.e., its construction and delimitatioonfr the first ‘primitive flow’ level.
The third level is the level of “descriptive-narrative assments” (Varela, 1999). Varela
links it to our linguistic capacities and calls it the levél‘ocontinuity of a self that breaks
down under intoxication or in pathologies such as schizepiaror Korsakoff’s syndrome”
(Varela, 1999). This assessment is in line with the analyisisn in the previous section,
about the kind of perturbations that can take influence anléviel of time experience that
is reflected in language and conscious thought.

Varela thus draws a picture in which qualitatively differdiplogical/physiological pro-
cesses on different spatio-temporal scales (local neuct#ity, integrated neural activity
across populations and socio-linguistic behaviour/largnt neural learning) recursively
build up the three layers of temporal experience. This is teye are three layers, not
one, not more. In his neurophenomenological account, ¥dogluses his account on the
distinction between the first and the second layer, becaissstill very difficult to directly
link neuro-physiological processes to the macro-phenentiggt shape the third symbolic
level (development, culture, personal history, . ..). Timgllof approaches presented in the
previous section appear more promising and insightfuliatstaget?

One important merit of Varela’s neurophenomenologicatapph is that, despite the strict
delimitation of the three layers in qualitative terms, hsists the temptation to identify a
‘magical number’ of neural meaning, a unit of the ‘neuralrency’, like (James, 1890)' 3
s or (Libet, 2004)’s 500 ms. Naturally, processes on diffetiene scales and of different
exact duration can be equally meaningful to a living orgamis/arela’s story naturally
clusters such events into the three levels, by their capéziinfluence the physiological
processes that underlie the three layers. This also implégsome events, whose duration
is at the transition between these time scales, can affébt dfothe neighbouring time
scales at whose transition they are to be localised. Thisreagon becomes relevant again
in in chapter 11, when the results from the combined expearisi@nd modelling study on
delay adaptation and recalibration of perceived simultar@ee discussed.

A patrticularly fundamental line of evidence on the physipdal basis of temporal expe-
rience is (Libet, 2004)’s work on neuro-sensory and neuatemlatencies and how they

1Y(Rosenfield, 1988)'s ‘The invention of memory’ should be timmed here as a noteworthy exception; the
book presents some very interesting constructivist ideas@mory as traces that is based on neuroscientific and
neuropsychological results.
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lead to lags between a neuro-cortical event and a corregppagperiential correlate. By
means of direct cortical stimulation of variable length #unosurgical patients in the late
1950s, Libet found that a cortically administered stimwi@s only registered and reported
if it persisted for at least 500 ms. Libet found this to be {sisingly long for a neural func-
tion” (Libet, 2004, p. 39). This led him to the conclusiontthawareness of our sensory
world is substantially delayeftom its actual occurrence” and that we are thus “always a
little bit late” (Libet, 2004, p. 70). Libet found a delay oéarly identical length to pass
between the neural potential recorded from the pre-motdexd'Readiness Potential’),
that marks a ‘point of no return’ in motor decision makingdahe awareness of having
committed to this decision (time of awareness of the degigias measured by the sub-
jects’ reference to a clock). This temporal discrepancyben the externally measured
neural event of decision making and the conscious correta#ienges our intuition that
experienced time is coordinated and synchronised withehje physical time’ as it is
measured by a clock.

Libet's experiments show another example of how, by meanssafsuring judgements and
correlated neuro-physiological processes, links cantadkshed between the physical and
the experiential domain. As already remarked in chaptee8t(S3.5), Libet's approach im-
plements what (Fechner, 1966) envisioned as ‘internallpgyfeysics’, but was not possible
at his time because of technical limitations.

Even prior to Libet, Grey Walter conducted a very relatedlgt{unfortunately, this study
has not been published in technical detail: (Dennett angdlxonrne, 1992) refer to a talk
given to the Ostler society in Oxford University in 1963).€Tvay the study is described
in (Dennett and Kinsbourne, 1992) is the following: Waltestructed neurosurgical pa-
tients to press a dummy button. He told them the button presddatrigger a flip-over
in projection slides. He recorded a signal that precede@c¢heal press of the button (he
calls it contingent negative variation, CNV, but it is argdos to Libet's Readiness Po-
tential) with electrodes directly from the motor cortex bétpatients. He then used this
signal in real-time to trigger the change in projection eticeven before the button press
was performed. Thereby, he closed the sensorimotor loopetemporal effects that Li-
bet reports. In Libet’s version of the experiment, the aistument is on the side of the
observer, the scientist, who registers an inconsistentyden her measurement of neural
activity and the subject’s report of registering the desisiWalter’s experiment introduces
this discrepancy into the experiential world of the subjgotself, by including the mea-
surement in a sensorimotor context. This experiment capdeas an early predecessor of
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real-time brain computer interfacing. The literature (elpnnett and Kinsbourne, 1992)
reports that subjects did not take credit for this actionippfhg over the slides when ac-
tivity in the pre-motor cortex was measured. They expectedcand change in slides to
occur as a result of their action, and they felt the decisi@y twere about to make had
been pre-empted — despite the fact that, on a neural levetehision had been already
made by that time. The artificial shortening of neuro-maatehcies led to the break-down
of perceptual integration between the intended action hadbserved effect. The logi-
cally and temporally impossible reversal of temporal oaferause and effect destroys the
experience of ownership of the action. By bringing the dipancy between mental time
and ‘real’ objective time to the subject’s own attentiongéfases to be a concern only of
the observing scientist, it becomes a concern to the subijexgelf, with very interesting
consequences to the experience of the event.

As concerns the more traditional discipline of ‘externayqg®physics’, there is also a
vast corpus of work on time perception. Besides the fundamhamrk on duration judge-
ments and temporal order judgements that provides us wittesnof the temporal sensi-
tivity/granularity of our sensory modalities, there areuemioer of perceptual illusions that
are very telling about the processes and factors that uedbd integration of the imma-
nent flow of temporal object-events. For instance in ‘baaklvaasking’ (or ‘retroactive
masking’), a stimulus (peripheral (e.g., Herzog, 2007) enebral (e.g., Libet, 2004)) is
administered to an experimental participant, which sugges the awareness of a previ-
ously administered stimulus. The interesting thing hetthas one event can suppress the
perceptual experience of another one that has alreadycasap apparent violation of
the rule that the effect has to come before the cause. Shyilarapparent motion (also
called the ‘psi-phenomenon’; e.g., Gepshtein and Kubo89,/2, two discrete subsequent
and displaced presentations of visual stimuli are perdeagea continuous motion from
the location of the first to the second (which is the reasonwhyan experience a film as
continually moving pictures, rather than as a discreterghvelich it ‘really’ is). Therefore,
experienced motion is contingent on the presentation ofrtbiéon endpoint, even though,
experientially, perception of motion along the path appdarprecede the perception of
the motion endpoint. Another interesting effect is the atled flash-lag-effect (FLE): if
subjects are presented with a moving bar, half of which istatly illuminated and half
of which is flashing, the flashing part of a moving bar appeadag behind a constantly
illuminated part, with the spatial distance being a functid the velocity of the bar (cf.
Nijhawan, 1994).
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There is an abundance of such findings about nonlinearitiéisei experience of time on
the immanent level of time perception: distortion of tengla@rder or duration judge-
ments have been observed in relation to factors as diffa®mstaccadic eye-movements
(e.g., Morroneet al,, 2005; Yarrowet al,, 2001) and repetition of stimulus (e.qg., Pariyadath
and Eagleman, 2007). Overviews are given, e.g., in (Ivry @aderf, 2008; Eagleman
et al, 2005). What does this mean for time cognition, time peioepand temporally
co-ordinated behaviour?

From a naive representationalist stance, such nonliresapose mysteries and logical
problems. As outlined above, such a stance conceives ofafrtént as a centrally repre-
sented quantity that relies on linear processing and tggofirsensory inputs and aims at
internally representing physical time with the highestgiole accuracy. Any inaccuracy is
expected to lead to consequent behavioural inaccuracita Areak-down of behavioural
coordination, and the fact that this is not always the caaddé¢o surprise. One example
for such an objectivist fallacy is Libet'’s interpretatiofhis own observations: “so we have
a strange paradox: neural activity requirements in thenbiralicate that the experience or
awareness of a skin stimulus cannot appear until after s@@erts, yet, subjectively, we
believe it was experienced without such a delay” (Libet,£02 72). In order to resolve
this paradox, Libet proposes mechanisms that backdateierpe to the time of their ‘real
occurrence’.

In a similarly representationalist spirit, Nijhawan expkthe FLE as the result of a neural
delay compensation mechanism that infers an object’s’ ‘pegition such that “the per-
ceived location [...] is closer to the object’'s physicaldton than might be expected
from neurophysiological estimates” (Nijhawan, 1994, p/ 2% make real time interaction
possible. He argues that this mechanism works in the cadeegfredictable constantly
illuminated segment of the bar, but not for the less pretietatrobed segment. (Eagle-
man and Sejnowski, 2002)’s attempt to refute this inteqiien is marked by a similarly
objectivist-representationalist logic: in an attemptéej time and space strictly separated
in the effect, they argue that the FLE may have been misceaiglyi considered a tempo-
ral illusion. The effect could instead be a spatial illustbat results from inaccuracies in
the inference processes that the brain performs to deterthélocation of the constantly
illuminated part of the bar and the temporal cost of perfogrhis computation.
Immaterial of the evidence the different positions in thimitoversy are based on, from
a constructivist position the problem to be solved there, what is the ‘real’ temporal
and spatial properties of the ‘internal representationthefstimulus, is fully artificial. The
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FLE manifests as a lag, which is a spatio-temporal phenomerat a spatial one, not a
temporal one, and it is neither possible nor necessary &etéee two dimensions apart,
neither in the neural nor in the mental domain. From a constist perspective, the
distinction between temporal and spatial phenomena carbenperformed on the basis of
meaningful differences between the two that manifest imtfeavioural and mental domain
of the subject itself. The paradox exists for the experimewho expects a representation
of his own experience of time and space on a symbolic levebfaamd an arrow) in the
mind and in the head of the subject and thereby turns the remtisist question of the
origins of spatiality and temporality upside down.

From a constructivist perspective, no coordination othanthat of real physical behaviour
in the real physical world is necessary. Similarly, distioies between spatial and temporal
phenomena are not required on a mechanistic level, as lothg aslevant distinctions can
be made behaviourally, where required. However, it doeseawptire a fully-fledged epis-
temological constructivism or commitment to the radicahactive approach proposed in
this book to recognise the fallacies of naive represatatism. For instance, (Nijhawan,
2004) has recently contradicted his own previous view. &r#vision of his earlier stance
he argues that “the ‘real’ in the\tit-lag’ premise] is an unobservable quantity” because,
in closed loop interaction, “many features of ‘real’ obgtdut there’ (e.g., position) are
due to descending (internal) neural signals, processtarheelated to feed-forward motor
control and to Helmholtz’s notion of reafference. The vieattemerges is that an output of
one modality (e.g., object-position given by the visualteyy can be related (compared)
to the output of another modality (e.g., hand-position gilsg the motor system), but not
to some idealistic really’ given position”(Nijhawan, 280 This view predicts an effect
similar to the FLE to occur in motion, which Nijhawan confirdnempirically (Nijhawan
and Kirschfeld, 2003).

Similarly, (Dennett and Kinsbourne, 1992) point out thagrewithin a representationalist
stance, Libet’s interpretation of his own results comesmdwa confusion of content
(what is represented, i.e., temporal information) and elei(what represents, i.e., neural
signals with temporal properties). They comment that, onaaroscopic level (i.e., the
symbolic-narrative level of time experience), these twoercpived order of stimuli and
physical order of correlated neural events — coincide, wleads to the presumption that
this should be necessarily the case. This confusion is vilegtcall the “Cartesian trap”
(Dennett and Kinsbourne, 1992). By contrast, the mentiimeglularities occur for “events
that [are] constricted by unusually narrow time-framesfevahundred milliseconds” (i.e.,
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the immanent level of time experience) and “[a]t this scale][the standard presumption
breaks down” (Dennett and Kinsbourne, 1992).

Whilst their representationalist approach makes sengtiédkind of phenomena they dis-
cuss (Libet’s results and others akin to the psi-phenomgn@n, phenomena in which
mental time is ‘intact’ according to Newtonian standartlslades not serve to explain the
“distortions and disruptions of time perception” on the roitevel that (Ivry and Schlerf,
2008) and others have observed. In these cases, the plyisalproperties of the nervous
system shuffle up the ‘real order’ of events not only on a meishia level but also on
a mental level, which refutes the presumed arbitrarinegskesymbol that Dennett and
Kinsbourne invoke when they claim independence betweetenband vehicle. Dennett
and Kinsbourne are right in pointing out that there is nooeas expect neural processes
to veridically represent ‘real time’ — where they err is wiieay presume that, formental
representation, this should still be strictly the case.

An interesting computational model of time perception tblaallenges this primacy of
mental time is presented in (Karmarkar and Buonomano, 200y implement the idea
that, once complex dynamically coordinated processesdmgyou can justead outtime,
rather than to explicitly measure and keep track. Theiirisic model of time perception
implements a large, randomly connected neural network geandical repertoire, similar
to the idea of reservoir computation (e.g., Maasal,, 2002; Jaeger and Haas, 2004) but
very closely models the physiology in the relevant arease @uts dynamic complexity,
the reservoir contains traces of all temporal patterns @uddcpossibly be interested in
is intrinsically contained. They train four output neurdosead out the relevant intrinsic
dynamics to perform duration judgements. This model sisfulyg predicts nonlinear in-
teractions between duration judgements in humans, depgdi inter-stimulus intervals
and multiple stimulus presentation. The nonlinear intéoas result from transient dynam-
ics and consequent initial sensitivity of the dynamicategsand cannot straight-forwardly
be explained in linear models. The striking lesson thatriaslel teaches us is that a ‘rep-
resentation’ or measurement of time can be a cheap epiphlamanof ongoing activity
dynamics in any neural population, even a randomly coupter d’his model shows us
that, from a dynamical systems point of view, temporal cawtion can precede temporal
measurement, rather than to rely on a clock mechanism asessey pre-requisite, as it
appears in the computationalist paradigm.

An example from the domain of spatial cognition that servel t@ illustrate the fallacies
of naive representationalism in simple sensorimotor Wielia and perceptual experience
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criticises the conventional view that ‘vision for perceptiand ‘vision for action’ are pro-
cessed and encoded separately (a functional separatids tisaally reduced to the ventral
and the dorsal stream in terms of neural mechanism (Milnér@wodale, 1995)). Defen-
dants of this traditional view observe that perceptual udggments do not usually lead to
motor misalignments, which leads them to the conclusiohttia ‘incorrect’ visual rep-
resentation has to be processed separately from the ‘tametor representation. Recent
approaches (e.g., Dassonville and Bala, 2004; Li and Mafif5) have shown that this
logic is not stringent from a closed-loop perspective: bytcasting open-loop percep-
tual experiments leading to spatial irregularities in p@ton with complementary open-
loop motor experiments leading to inverse spatial irregids in motion, these researchers
came up with what was recently termed the “two-wrongs hygsiti (Dassonvillest al.,
2009). This hypothesis states that an ‘inaccurate pea@mtbes not necessarily lead to
detrimental effects on action, if the motor system cancetdar the systematic perceptual
error with an according systematic motor error. Even thoeigimples so far focus on spa-
tial phenomena (and despite the fact that this view is stithbincular in its essence) the
general lesson also applies to temporal phenomena. A gisccy between the observer's
frame of reference and the subject’s frame of referencetiseessarily a problem.

As pointed out earlier, tha priori intertwinement of space and time in cognition and be-
haviour and the posterioriconstructions of a distinction is one of the hallmarks of a-co
structivist approach as opposed to a representationplisbach (for instance, conceiving
of the FLE as a spatio-temporal effect, rather than a spatismporal effect). In his eco-
logical perception approach, Gibson postulates that “we laacepted space-perception as
a valid problem, but have been uncomfortable about timegpion. We have attempted
to keep separate the problem of detecting patterns (oppeudsthat of detecting sequences
(events). And hence the equivalence of pattern and sequafrsgace and time, has seemed
to be a puzzle which had better be swept under the rug thamasuafl” (Gibson, 1982,
p. 174). Taking into consideration the sensory physiolddyumans, Gibson characterises
the situation as follows

“The eyes of primates and men work by scanning — that is, bgtimgj the foveas at the
parts of a scene in succession. The eyes of rabbits and rdwsest, for they see nearly
all the way around at once and have retinas with little faesat Does this mean that a
horse can perceive his environment, whereas a man can appréhonly with the aid of

memory? | once thought so on the theory that successivaatatiages must be integrated
by memory, but this now seems to be wrong. It is truer to supgbat a visual system
can substitute sequential vision for panoramic visiongtiior space. Looking around is
equivalent to seeing around, with the added advantage o ladile to look closely. It is no
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harder for a brain to integrate a temporal arrangement tisgatial arrangement” (Gibson,
1982, p. 174).

Gibson’s insight and his conclusion that “the perceptiospdce is incomprehensible un-
less we tackle it as the problem of space-time” (Gibson, 1$82L75) resonates with
Lenay’s assessment that “if perception is constituted atcttre of a closed sensorimo-
tor loop, enriching perception [...] should be equally piolesby means of enriching the
sensory inputs at any moment or by means of enriching thetmpeof possible actions”
(Lenay, 2003, p. 5%, which has been investigated by means of experimentatitm wi
receptive field parallelism.

The given examples from cognitive neuroscience and bebelipsychophysics show two
things very clearly. Firstly, the immanent level of temfdargperience may be immune to
the kinds of manipulations described in the previous saéfidut it can be influenced, dis-
torted and brought to break-down by a different class of malations, specific to the time
scale on which it is constituted. In turn, these maniputetiare impotent in affecting the
third and constructed layer of time perception, or only ®éRtent that it recursively relies
on the immanent layer, which is reflected in (Dennett and bausne, 1992)'s distinction
between microscopic and macroscopic events. The otherecoagiusion to be drawn from
this analysis is the fundamentally different perspecthat trepresentationalist and con-
structivist approaches have on the irregularities obskr@onstructivist perspectives try
to explain the origins of temporal or spatial experiencdéraetand space perception from
the bottom-up and try to ground these distinctions in theattaristics of embodied and
situated interaction with the environment. On the otheidhabjectivist-representationalist
approaches already contain such conceptions as an exptapaémise: Newtonian con-
cepts of time or space that characterise the observers ptiorcef the world are invoked
asa priori target outcomes for processes of internal representatibareby they entan-
gle themselves in chains of apparent paradoxes that reeult the artificial problem of
coordinating internal time and external time.

12\My translation: “En effet, si la perception se constitue aeuc du couplage sensorimoteur, elle doit pouvoir
étre enrichie [...] aussi bien par un enrichissement derée sensorielle délivrée a chaque instant, que par un
enrichissement du répertoire des actions possibles’ay,e2003, p. 57).

13¢.g., drugs or stages of cognitive development: even ifeuttte influence of psycho-active substances, | feel
| can travel forwards and backwards on the arrow of time di thils travel will still be experienced as a chaining
of moments, of spatio-temporal object-events.
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8.7 Time Experience

This itinerary across issues and disciplines is a strairherréader. The objective of the
previous summary is certainly not to give an exhaustivesstbsciplinary account of time
cognition. Each of the sections introduced only a small neinatf selected findings from
very different areas concerned with time cognition, terapekperience and time percep-
tion. However, sketching the landscape of methods, petispe@nd findings, it is possible
to identify connections and make them explicit, indicatihg directions in which to ven-
ture when addressing a problem within the area of time cagrégind time experience. This
section aims at integrating the potpourri of results intomewhat more coherent picture.
We can distinguish three dimensions according to which wecteracterise approaches
to time cognition and temporality. Firstly, there are theethlevels of temporal experi-
ence identified by the phenomenologists. Whilst the phppbsal approaches sketched in
Sects. 8.3 and 8.4 span these levels, the empirical findieg®are or less confined to the
realm of the descriptive-narrative level of time expere(8ect. 8.5) or the immanent level
of time experience (Sect. 8.6) respectively. Secondlyetliee a methodological contin-
uum, from a mere first person approach (Sect. 8.3) to a camglepdntemplative approach
making links to the physical world (Sect. 8.4) to data-dniapproaches that use second
person methods (Sect. 8.5) and third person methods (Sétteither proportionally or
exclusively. Thirdly, there is the ideological dimensigeaching from radical compu-
tationalist approaches (e.g., Eagleman and SejnowskR)20@r intermediary positions
(e.g., Gibson, 1982; Nijhawan, 2004) to a radical consivisttenactive perspective as the
one proposed in this book or Varela’s (e.g., Varela, 1996kwo

Furthermore, the issues mentioned at the beginning of #usos, i.e., levels of time ex-
perience, the intertwinement of time and space and the rfalleeoknown, the unknown
and the possible (e.g., in the Aymaran culture or in visuatfmtion), recurred across the
accounts given. However, now we have both the vocabularyaandimentary empirical
basis to address them with a set of more specific questionat ighhe relation between
pastness and knowledge? What are the appropriate methouestigate experienced si-
multaneity of local events? How can empirical findings atxtali with a particular method
be fitted into the landscape drawn? What are the structuralesities between the pro-
cesses that shape the narrative-descriptive level of tupereence and those that shape the
immanent level of time experience? What is the origin of eiqreed order, on which level
does it take place and what do disruptions of experienceerdedch us? Equipped with
this conceptual ammunition, the problem of experiencedibaneity and adaptation to
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sensory delays can be approached in an informed way. Ttoevialy two chapters present
an experimental study and its ER model on this topic, whidvauated in the context of
the material presented here in 11.
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Chapter 9

An Experiment on Adaptation to Tactile Delays

Following a somewhat dazzling cruise through differentiéssconcerning time and tem-
porality on different levels and across disciplines, tHigter concentrates on a specific
topic in the area of time perception: experienced simultarend its plasticity through
adaptation to sensory delays. The topic is introduced irligit of the previous analy-
sis, followed by the presentation of results from an expental study on adaptation to
tactile delays. This study had been conducted in collamratith the CRED group in
Compiegne. The experiment tests the hypothesis that thesspre is necessary to yield
an adaptation effect. This hypothesis is based on previessarch that has shown that
adaptation to sensory delays only occurs in some experéneat in others.

Given that the data presented in this chapter does not stf@hypothesis, the experi-
ment is difficult to interpret in terms of the problem of pavesl simultaneity. However, in
the light of the methodological theme of this book, it is vivhile to present the research
as an example for the practice of designing and conductirgxpariment and engaging in
complementary ER modelling. The following chapter presé¢im ER model of the exper-
iment. The combined insights gained from the ER simulatianeh and its application to
the experimental data are evaluated in the context of theegdieg analysis of embodied
time cognition in chapter 11.

9.1 Adaptation to Sensory Delays and the Experience of Simtalneity

In a recent study, (Cunninghaet al, 2001a) report patterns of adaptation to artificially
prolonged sensory delays in human participants in a visoterntask that are similar to
those obtained in experiments with spatial displacemeatigh prism glasses (e.g., Welch,
1978). Firstly, over training, the initially impaired perfnance is recovered and the an-
noying delay disappears from conscious experience. Sicoachdaptation to the normal

175
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condition is marked by a strong negative after-effect, participants’ performance on the
unperturbed condition without delay is worse after tragnmith a 200 ms visual delay.
Although their study focuses on the behavioural aspecthefask, the authors report as
anecdotal evidence that several subjects spontaneopsisted that “when the delay was
removed, the plane appeared to move before the mouse didet affpeared to come be-
fore the cause” (Cunninghaet al,, 20014, p. 533).

Such patterns of behavioural adaptation appear plausilteilight of the analysis given in
the previous chapter. A recalibration of experienced diamdity seems a logical reaction
to the manipulation of the sensorimotor coupling. The ruiesensorimotor invariance
that correlate with the experience of presentness are ekidmg means of the increased
sensorimotor latency. A time span during which the subjeanot take further influence
on a process it has initiated, for all practical purposessdwt exist ‘as a future’, and may
just as well disappear from consciousness. Such a viewsmrngls well to (Libet, 2004)’s
result about systematic neuro-behavioural latenciesliegatxperimenter can observe, but
that are, in contrary, not part of the subject’s own tempexalerience. What is the use of
perceiving that one is always a little bit late, if there ighing one can do about it?

When the reverse manipulation is performed, i.e., sensdomatencies are shortened
back to the original value, not only does the performandaifaimatically below the level
initially measured without delays, also the experiencere$pntness is brought to a break-
down or into logical conflict. This reversal of perceived sawand effect appears remi-
niscent of Grey Walter’s results from the 1960’s (as rembiteDennett and Kinsbourne,
1992) about artificial shortening of inherent neuro-maoadeihcies. Walter brought the in-
herent neuro-motor latencies involved in motor decisiokinato the subject’s attention
using real time brain computer interface, which leads thgesatis to reject ownership of the
consequent action, even though it is just minimally (huddref milliseconds) faster than
the naturally executed action (cf. Sect. 8.6 in the previchepter). Given these known
patterns, why is (Cunninghaet al,, 2001a)’s result so surprising?

What makes (Cunninghaet al, 2001a)’s findings so interesting is that, at several oc-
casions, similar adaptation effects had been hypothedmacad failed to occur. This
repeated failure to obtain sensorimotor recalibratiorettssry delays even led (Smith and
Smith, 1962) to conclude that adaptation to sensory detapsgossible in principle. Also,
following up on Cunningharet al’s reported results, (Stets@at al., 2006) tried to repro-
duce the effect in a minimalist psychophysics set-up, blit produced partial readjust-
ment of perceived simultaneity, which is of the order of magie (tens of milliseconds) of
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recalibration effects in merely passive recalibratiorepgégms (e.g., Fujisalét al., 2004).
This is in line with the corpus of previous and later studiasperceptuo-motor tasks in
which adaptation effects to sensory delays failed to ocsuech as visuo-motor tracking
(Kennedyet al., 2009), telesurgery (Thompset al., 1999) or remote manipulation (Fer-
ell, 1965). Similarly, (Heldet al., 1966) report that visual delays produce a disruption of
adaptation to spatial displacement. This non-exhaussited contains studies with delays
within the range of less than 100 ms to over 1 s, from diffeneodlalities, from active and
passive conditions and from different behavioural task @ios What is it about Cunning-
hamet al.s study that makes them different from those previous ated &udies that failed
to produce the described adaptation effect?

The authors themselves hypothesise that the observedatidaptffect is due to the time
pressure in the task that makes the delay meaningful fordluien of the task:

“[...]1it has been clearly demonstrated that sensorimatiapgation requires subjects to be
exposed to the consequences of the discrepancy [...]. TthHayf central importance to
note that subjects in previous studies slowed down whenelaydvas present. [...] This
is crucial because slowing down can effectively elimindie tonsequences of the delay”
(Cunninghanet al,, 2001a, p. 534).

This observation relies on a definition of adaptation thatahthors adopted from (Welch,
1978) assemi-permanentthange in perception that eliminates behavioural errodgoan
the registration of a perturbation. Furthermore, the awgtimeasure adaptation through
the negative after-effeathich they call the “most common measure of adaptation” (Cun
ninghamet al, 2001a, p. 533). A negative after-effect is the reducedtgltd accurately
perform the task when returning to the original conditionhaf task, prior to the introduc-
tion of a perturbation and to training (usually, this invedvan inverse behavioural error to
the one that occurred when the perturbation was first inttedu

Slowing down, as a compensatory strategy, may help to ingopevformance on a given
task with sensory delays to a certain extent. It is, howawvet,a strategy that produces
a negative after-effect or semi-permanent adaptatiorinlstéad a cognitive compensation
strategy. In a follow-up study in a multimodal task (Cunriiagnet al,, 2001b), the reported
adaptation could be reproduced under time pressure. Inayeftlvestibular feedback
condition (Cunningharet al,, 2001c), however, only partial adaptation was found.

A representationalist interpretation of the observed liie@ion effect is exemplified in
(Stetsoret al,, 2006)’s hypothesis that “sensory events appearing atsistent delay after
motor actions are interpreted as consequences of thosmsctind the brain recalibrates
timing judgments to make them consistent with a prior exgiémt that sensory feedback
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will follow motor actions without delay” (Stetsoet al, 2006, p. 651). This open-loop
perspective does not assign significance to the nature ¢astkethe subject’s goals or the
properties of sensorimotor couplings. The authors predhateadaptation proceeds au-
tomatically and based on statistical and correlationaperties of the inputs alone; that a
process external to the behaviour itself infers causalityhe@ basis of the input statistics.
The authors do not make mention of the failure of the adagpiagifect to occur in previous
studies, or assess what the partial adaptation they gailesrior real-time coordinated
behaviour, i.e., if it would actually help to mitigate prebis brought about from increased
sensorimotor latencies. Their best guess towards why thptation they obtained was
only partial is the hypothesis that “it may be that motorszay timing shifts of 100 ms
are beyond the hardware limitations of the calibration naetdms” (Stetsoet al., 2006,

p. 656). The task in (Cunninghaet al., 2001a)’s experimental paradigm is of a funda-
mentally different nature: it relies on the significancelw# perturbation within the closed
sensorimotor loop (reward in the task relies on real-timaydeompensation). Also, by
means of active exploration, the statistics of the inputguas are brought about by the
subject itself, allowing the subject to recognise the cHiirdes between the efferent signal
and reafferent stimulation in a spatially embedded andicoats way.

In a more ecological perspective, adaptation would not ssrisable in the paradigm that
(Stetsonet al,, 2006) developed. In our day to day life, there are numereasts that
involve systematically correlated latencies that are dwexternal causal sources (throwing
a stone and hearing it drop, pushing a pendulum and seeininig oack,etc). From our
experience, we know, that we can still intervene and modiiéydourse of events while the
temporally extended process unfolds. This is not the sameubinherent sensorimotor
latencies. We cannot take influence on the course of ouregiticexecution, and, therefore,
such sensorimotor latencies do not exist in any meaningéyl to us as organisms. It
makes sense to make the time that passes between us deoidittgahd us perceiving the
outcome of this action part of our memory, something thatdh@Eady passed. This factor,
the possibility and the intention to intervene do not figuren the open-loop approach
that (Stetsoret al, 2006) adopt. Therefore, the outlined scientific problem mossibility
for the enactive approach to elucidate what is going on in eerambodied and embedded
context and thereby add variables and factors that opgndpproaches, starting from an
information processing perspective, deem irrelevant aadd out.

This problem and the different ways of approaching it andr tlegative success form the
starting point of the experimental study presented. Thedilje was to reproduce the
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findings reported in (Cunninghaet al,, 2001a) in a minimal sensorimotor task. The ex-
perimental and modelling approach described and developetapter 3 was pursued, in
order to find the minimal conditions for semi-permanent aalign to sensory delays and
distinguish them from conditions in which the adaptationas produced. The experiment
tests the hypothesis that time pressure in a closed-logwserotor task with online con-
trol is necessary and sufficient to produce semi-permardagitation to sensory delays.
The active component makes the delay a meaningful discegard the time pressure is
what requires adaptation, rather than just cognitive carsgiion by slowing down.

To delimit the problem in the terms developed in the previchapter, this effect occurs
at the level of the immanent flow of time at the scale of tempolbgect events. The re-
ported results have no effect on macroscopic symbolicalhstructed time-scales. Along
the methodological dimension, the project clearly focumethird person methods. Mea-
surable behavioural variables, such as negative aftecis{fare seen as indicators of the
perceptual world and its adaptation. No perceptual juddsgerude’ phenomenological
data, cf. chapter 3) are recorded. A questionnaire had baedeld out to ask subjects
for a description of their experience of the task and thefregience of the strategies they
adopt. However, due to the difficulties that untrained ifdlials have with verbally de-
scribing their experiences, they did not produce usefulltesThe study is thus confined
to behavioural data. It investigates the plasticity of eigreed nowness within the level
of the immanent and continuous flow of time, not its quakttlistinction from the other
levels (in terms of neurophysiological or functional preses). As concerns the ideolog-
ical dimension, the hypothesis adopted and the approacuedreflect the enactive and
constructivist perspective underlying this book.

9.2 Methods

The study is only briefly presented here. The reader who &résted in the technical
details of the experimentis referred to the dissertatiowbich this book is based (Rohde,
2008). The project was conducted during a placement in tHECC&oup in Compiegne,
using the audio-tactile feedback platform Tactos (Gapetiak, 2003) and with their help
and advicé: The Tactos system links participants’ motion in a simulagedironment
(movement of mouse, stylustc) systematically to patterns of tactile stimulation on a
Braille display (see Fig. 9.1). It can be used as a perceptygplementation device, as

INoticeably, the support of Olivier Gapenne, Dominique Atibdohn Stewart and Charles Lenay should be
mentioned here.
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outlined in chapter 3 and (Lenast al, 2003), to investigate the perceptive qualities that
result from training with devices providing previously anfiliar sensorimotor couplings.
The aim was to find the minimal conditions under which the spertmanent adaptation
to sensory delays takes place that (Cunningledral, 2001a) report and to distinguish
them from similar experimental conditions in which this ptédion does not occur. The
experimental set-up in Cunninghatal’s experimentis already simple: participants move
along one dimension (mouse movement to the left and riglat)der to avoid evenly spaced
obstacles. These obstacles are arranged in a field thatipartis traverse at a fixed linear
velocity from the bottom to the top (i.e., orthogonal to theedtion in which they can
move with the mouse). However, despite this restricted ipiigg for movement in the
simple task, the visual inputs provided are comparably &cH difficult to interpret in
terms of possible sensorimotor circuitry to bring about lebaviour. Besides the non-
delayed proprioceptive/reafferent feedback about selfement and the position of the
mouse, the screen provides a visual representation of {efiebstacles and the location
of the airplane. The airplane is delayed by an additional®80n the delay condition to
which participants are supposed to adapt.

Catch objects at the centre of the receptive field

J-_- e
Tactile stimulation 'l _______ Falling objects
Receptive
- - - - - - -
© 00 0 el field
O 0|0 O y
O 0|0 O
O 0|0 @ /|
Sound signal (reward) /
if object is caught
Intersection
@‘\ = stimulation

= Move left and right S
by moving the mouse

W

Fig. 9.1 The Tactos tactile feedback platform. Task: ojeetve to be located in the centre of the receptive field
when they reach the bottom line.

The visual sense is a very complex sense and it is difficulkpdaén what in the complex
and informationally rich representation has been expldibesolve this task. Therefore, in
order to find the minimal conditions for adaptation to sepsit®lays and be able to anal-
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yse the sensorimotor dynamics of adaptation, the most i@pbpart is to simplify the
sensory component. As part of the simplification, visuatifesck was replaced through
audio-tactile signals. Participants were blindfoldedejheceived tactile stimulation via
a Braille display (see exact specification below) and auglisignals indicated object ve-
locity as well as reward for successful behaviour. Paristp could move left and right on
a tape, while objects fell down with variable velocitiesrfrdhe vertical dimension. The
left and right dimension wrapped around, i.e., the tape oitlwthey moved was infinite
(see Fig. 9.2). When the receptive field (see Fig. 9.1) intttes] with an object, the Braille
display represented this intersection to the subject'sfitiig (height coded for distance
till impact, width coded for whether the object was to thd,l&b the right or in the cen-
tre). Subjects could catch these objects by positioningtedves directly under it when it
touched the bottom line. Subjects could thus only catch djecbper line of objects.
Lateral distance between objects corresponded to ca. 0.6ncthe desk. In terms of
virtual distance units, this comes down to 28 units. This paras to a width of 4 for each
of the objects and a width of 16 for the respective field. Dejgmon the object velocity,
there was a time window of 1-4 s from when the object first wakéreach of the virtual
perceptive field, during which subjects could perform thisiponing action. This small
time window brings the time-pressure to the task, which weadtlyesised to be essential
for adaptation to sensory delays. If subjects achieved #itipn themselves under the
object, they were given an auditory reward signal. Auditoujses counting down till the
object reached the bottom line indicated the velocity ofdheent row of objects. Even
though this information was also present in the tactile skation patterns, the auditory
pulses made it possible for subjects to perceive the vglofian object when they were
not currently in tactile contact with it.

Due to a technical problem, the operating system’s mouselem@tion was applied to
the mouse movement, such that the recorded mouse moveragmtdries are spatially
distorted. This distortion does not appear to make a diffezeto the general out-
come/behaviour, but it means that analysis of any spatas of the behaviour elicited
is likely to be not fully accurate.

In the delay conditions of the experiment, both the tactilé the auditory signal were de-
layed by 250 ms additional to the inevitable delayx0B5 ms the computer induced and
that is present (though not perceivable) in all conditiorsis delay is of a similar magni-
tude to the one (Cunninghaet al,, 2001a) use in their task. A delay of this magnitude is
large enough to be perceptible to most subjects.
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The lateral position of objects
repeats after four rows

The pattern wraps around if the
participant moves laterally

Fig. 9.2 The repetitive lateral displacement of rows of otge

The experimentwas performed on 20 unpaid subjects of diffexge-groups (mostly grad-
uate students) and both sexes that participated in the iexgretras a part of a cognitive
science conference in Bordeaux (ARC0’06). The experimensisted of five experimen-
tal phases that, altogether, lasted 30-45 minutes. Afteilirisation with the task and the
set-up, subjects were assigned to one of three velocitypgron the basis of performance.
Subjects from within one group were tested on the same sequaEr82 object velocities
four times, prior to training on both the undelayed and thayks condition and after two
blocks of ca. five minutes of training, first in the delay cdiwdi, then, as post-test, in the
non-delayed condition.

Participants had been informed in advance about the dethkew, cognitively, whether
they were dealing with a sensory delay or not at any momenspibethis information,
some subjects reported that they did not perceive the deldglay, but rather as ‘something
wrong’. Some subjects even reported that they only expeeigthat it was indeed a delay
when they returned to the original condition.

Performancé (in allegory to ‘fitness’ in ER simulations) is defined as

1 32
F:3—22|dh|<4 (9.1)

whered;, the distance between perceptive field centre and objectimatrthe time the ob-
ject reaches the bottom line. Behavioural data (i.e., motmsition, sensory stimulation)
was recorded in order to analyse it for closed-loop behagiatorrelates of the hypothe-
sised perceptual changes.
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9.3 Results

Figure 9.3 depicts the performance profile of participarith and without delays, before
and after training. We expected a decline in performancedet pre-test and post-test
(negative after-effect). A repeated measures ANOVA (withegimental phase as fac-
tor) confirmed that the change in performance across phassigrificant F(3,57) =
23.96;p=0.4-10°). However, pair-wise comparison showed that the only §iganit dif-
ferences are the drop of performance when the delay is inteatip = 0.4-10~7) and its
improvement when the delay is relievaga£ 0.5- 10°). Performance markedly recovered
with training (mean improvement of 0.08 comparing the dekst with the adaptation-
test). However, this recovery was not statistically sigaifit (p = 0.062). At these earlier
phases of the experiment, some individuals followed alfesly unexpected patterns in
their performance: some maintained their level of perfaroeawhen the delay was in-
troduced, or even got slightly better with it, whilst othgat worse with training, which
explains the fact that performance recovery is not sigmifica

1

0.8 ¢

0.6 ¢

0.4 ¢

Performance

0.2 |

Pre-test Perturbation Adaptation Posttest
(no delay)  (delay) (delay)  (no delay)

Fig. 9.3 Participants’ performance with and without theagiddefore and after training with sensory delays (error
bars: standard error of the mean). There is no significaat-affect and not even a significant improvement in
performance. (The small error bars across participantsnésieading; the patterns of change in performance
across the experimental phases differed a lot from paatitipo participant, which is why changes were not
statistically significant.)

While it may still be argued that there is a trend for recowshjch is masked by noise,
there is clearly no evidence for a negative after-effectidPmance decreased between pre-
and post-test by a negligible 0.01, the participants’ pentnce stayed literally unaltered,
so the main hypothesis was not supported. How should theréadf this experiment be
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interpreted? Is it true, as (Stetsenhal, 2006) argue, that it is impossible for participants
to adapt to delays of this magnitude? Does time pressure lagtgrole in this kind
of recalibration? Was it too easy to achieve cognitive camspéion, rather than semi-
permanent perceptuo-motor adaptation, and, for that reascafter-effect occurred?
Eyeballing the movement data, there appear to be some changehaviour induced by
the training with delays that do not impact on performandgufe 9.4 shows an example
trajectory of a subject that showed no deterioration of grentince between pre-test and
post-test, but whose sensorimotor strategy changed abmdgferent phases of the exper-
iment. During the pre-test and the adaptation-test (measemt at a phase where subjects
are familiar with the current sensorimotor latencies),ghiject was more exploratory and
actively scanned the objects several times before haltimgcatching them. During the
delay-test and the post-test, when the manipulations wefamiliar, the subject reacted
using a more careful, hesitant strategy. This particulétiepais not a trend to be found
in many subjects — some reacted just the opposite way, otliensot react at all to the
changes in sensorimotor coupling. However, what it showkasthe performance mea-
sure in the task does not capture such adaptive changegeshtivat may still correlate
with perceptual changes of the kind we were interested in.

In trying to understand what (if anything at all) happens isyatematic way across the
different phases of the experiment, different variablescdbing the behaviour were inves-
tigated (velocity, number of crossings with the object,qangion of time spent in motion,
...). However, at first glance, there appears to be a gemeral to become more rigid in
behavioural strategy when the unpleasant delay is intrediiectrend that is carried over to
the post-test. The only descriptive variable that changgdfgcantly between pre-test and
post-test is the average time spent in motion before stgpgoid catching an object, which
decreased already from the moment the delay was introdueed346 ms to 483 ms and
stayed at about that level. Such a marginal change in a simagible, discovered through
post-hocdata analysis, does not provide a strong basis to argue $teragtic adaptation
effects or characteristic strategies on a behavioural.lé®a the basis of the behavioural
data alone, no trend, explanation, message or lesson ceuldrived.

As stated earlier, given that the tested hypothesis is rmpiatied by the data, it is difficult
to interpret them with respect to the problem of delay adaptand perceived simultane-
ity. However, another objective of the project had beensottee usefulness of combining
and co-developing minimal behavioural experiments wittnans and ER simulation mod-
els (as outlined in Sect. 3.6), where ER simulation modgHinould serve to clarify issues
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A participant's behaviour across the four experimental p hases.
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Fig. 9.4 Trajectories of an example participant over theasewf the experiment (normalised for distance, not

velocity between rows of objects; grey shades indicatéléastimulation, diamonds indicate catch events). Even

though the performance is identical in pre- and post test75he behavioural strategy appears to change over
training. During the pre-test and the adaptation-testetigan ongoing online correction (swaying), whereas the
delay-test and the post-test are marked by more carefulralovements and long periods of immobility, a change

that is not reflected in the catch performance.

in sensorimotor dynamics that are easily overlooked fromen-loop and explicit design
perspective. The following chapter presents a simulatiodehof the task, which provides
some interesting general insights about the task and tletidunal role of delays in general
(as analysed in chapter 11). The later part of the followimgpter revisits the behavioural
data presented here and presents some further tests amdatioses that are informed by
the results from the simulation model and that confirm prslis about human data gen-
erated by the model.
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Chapter 10

Simulating the Experiment on Tactile Delays

Alongside the experiment that was described in the previtapter, an ER simulation
model of the kind presented earlier in this book was condlcfgents were evolved to
perform the same behaviour as the experimental partigpaat, to catch objects through
simulated tactile feedback, in the environment descrifi¢ng results from the simulation,
which were conducted to aid experimental design, data aisa#nd interpretation, were
in parts published in (Rohde and Di Paolo, 2007). This chaptesents these simulation
results and then revisits the data presented in the preciwayster, in order to see in how
far the insights gained in the simulation model apply to tkgegimental data. The model
generates descriptive variables and concepts that areédbien against the data. However,
the most significant results from the simulation are congaphsights about the meaning
of delays in different kinds of sensorimotor loopsflex-like, reactiveand anticipatory).
These will only be discussed at length in the following cleaftl, which evaluates the
data from both the simulation model and the experiment itigine of the larger picture of
embodied time cognition and time perception given in chapte

10.1 Model

The model presented here has a similar purpose as the madgleroeptual crossing.
It serves to explore the space of simple circuits that cangbabout the required task.
Thereby, it should point out the behaviours that are charstic for a certain strategy, what
they share in common and how their strategies compare (tgiargly and qualitatively) to
the behaviour we observe in humans. The task posed to thésagas again very similar
to the one posed to humans. As for previous models, the redueis not interested in the
technical details of the model is invited to move over to thgults and discussion parts of
this chapter.

187
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The virtual task environment, in which the agents were exalg in most respects identical
to the one used for the experiment. Artificial agents can gaehbving left or right in an
infinite one-dimensional space (see Fig. 10.1), while gvephced objects (same sizes,
distances, velocitiestc. as in the human experiment) fall down in a direction vertical
to the agent movement and have to be caught. Each trial terdis sequence of 32
objects at variable random velocities (i.e., the agentgwet tested on the fixed sequences
across conditions that the participants were tested orgn EBwugh the size of the agent’s
perceptive field is the same as the human participantsx(&eunits), the exact tactile
input patterns the participants received are transformedivay more suitable for minimal
CTRNN controllers. A continuous input signal is fed into thantroller that represents
the horizontal distance from the centre when an object edttre receptive fieldl{ =
|dn|/6 if |dn| < 6Ady < 16). Signals to indicate the velocity of falling objectsiato the
auditory signals in the experiment) are fed into a secondtinpuron [2). The third input
signal usedlg) is the reward signal, in case an object is caught (rectangubut for 100
ms). Just as in the experiment, an object is caught if it ibéncentre region of the agent’s
receptive field when reaching the bottom linéy( < 4 A dy = 0).

object— + Vo

perceptive field

S > d[
\Y

Fig. 10.1 Evolutionary Robotics simulation model of the eximent on adaptation to delays.

All three input signals are fed into the control network schby the sensory gaiis and
with a temporal delay. As explained in Sect. 9.2, in the ctodi‘'without delay’, there
is a minimal processing delay (on average 35 ms) in the exyer, which is prolonged
by 250 ms to 285 ms in the delay condition. The same values 8&eand 285 ms) are
used in the simulation. The agents are controlled by a CTRNNEQ. (3.2)). The three
input neurons feed forward into a fully connected layer aftédden neurons, which feed
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the two non-recursively coupled output neurons. A time stiep ms was chosen for both
the simulation of the network dynamics and the task dynamibgch is a higher temporal
resolution for the simulated environment than in the repkeinent (ca. 15 ms). The basic
velocity outputv calculated by the network is= sign(o(am1) —0.5) - Mg - g(amz), SO one
neuron controls velocity and another one direction, theomghinMg scales the output.
The search algorithm used to evolve the parameters of theotoetwork is the standard
generational GA described in Sect. 3.3, vector mutationagmitude = 0.6 was used. The
parameters evolved (145 parameters) &gk [1,50], Mg € [0.001,0.1], 7; € [25,2000,

6 € [-3,3] andw; j € [—6,6]. The fitness=(i) of an individuali in each trial is given by

the proportion of objects caught
. 1 32
F(I):3—22dm(T) <4 (10.1)

which is equivalent to the performance criterion used inekgeriment (Eq. (9.1)).

10.2 Results

With only two exceptions out of 20 evolutionary runs (100@getion), solutions for both
conditions evolved to a high level of performance (see F@2XA)). On the level of
behavioural strategy, the solutions evolved for both sges@volve halting abruptly once
the objectis encountered, frequently slightly overshapthe target, to then invert velocity
and slowly move back to place the object in the centre of tbeptve field. Figure 10.3 (A)
shows how this strategy, from different starting positioglative to the object, leads to a
stabilisation of position by performing a temporally dsped stereotyped movement. This
is a rather trivial strategy. Itis probably due to tight tesrgd constraints on the task and the
coarseness of the fitness function, that does not captut¢hgedubtleties of sensorimotor
perturbation and adaptation and thus does not encouragedhgion of adaptive or more
variable behaviour (see following analysis).

Figure 10.2 (A) displays performance across the four camditfor agents evolved with
and without delays, tested under both the delay and the ray @eindition. These four
tests can be seen as a metaphor for the conditions pre-¢émy;test, adaptation-test and
post-test from the experiment: being evolved with or withdelays corresponds to the
situations in which participants are adapted to a certandition, i.e. they correspond to
pre-test and adaptation test. Testing the agents in aisitufat which they are not evolved
corresponds to the sudden introduction or removal of a délky to the delay-test and
post-test condition .In this sense, Fig. 10.2 (A) can bectliyecompared to Fig. 9.3 from
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the experimental data. In this comparison, it can be sedratients evolved with delays,
which corresponds to the adaptation-test, achieve a mgtiehperformance (similar level
as without delays) than participants after training witlagis.

Comparing how agent performance changes with introdutdamval of the delay, it is
obvious that most of the solutions to the task with sensolgyseare robust to the removal
of the delay, while most of the solutions evolved withoutagsl suffer a drastic breakdown
in performance below chance level once the delay is intreduchis result is, to a degree,
analogous to the experimental data, in which the delay ¢iomdivas characterised by a
catastrophic performance break-down, whereas removakad¢lay led to the immediate
recovery of original performance levels. If solving thektagith delays in many cases
subsumes solving it without in the given experimental getwe would have a very simple
explanation for the fact that no negative after-effect dda¢ measured in the experiment.
A closer look at the solutions evolved reveals that the uslat which the object is first
touched is on average twice as high for the controllers exbWithout delaysy= 0.025)
than it is for the controllers evolved with delays=€0.014). This difference suggests that
the agents evolved may simply use the same strategy for battios, but slowing down
their movement for the delay condition. Such a slowing dosvexactly the strategy that
the strict time pressure should have had made impossibleeisimulation/experimental
task. As argued in Sect. 9.1, slowing down to compensatedetay interferes with semi-
permanent adaptation. A very crude test of this possibiitio invert theMg in agents
evolved for either condition, i.e., to double it for agent®lged with delay and divide
it by two for agents evolved without delays and investige éffect of this inversion
on performance on either condition. Figure 10.2 (B) depticesperformance profile of
agents upon this modification of velocities, and they seemottfirm the apprehension:
with this modification, the agents evolved without delaysdrae generalists that perform
alright under both conditions, whereas the agents evolitil delays, if sped up, lose
their capacity to deal with delays but are still able to sdtveithout delays. Halving
or doubling the velocity inverts the performance profilelegd for each agent originally
(Fig. 10.2 (A)).

A closer look into the sensorimotor dynamics, however, shtvat things are not quite
this simple. As a first step into the analysis, it is estalelisthat all evolved controllers
function independently of the reward signal and the pacetatiwthe objects falllg and
I3). Agents simply try to put objects as quickly as possible thie centre of the perceptive
field. Therefore, agents produce the same trajectoriesffereht object velocities that are
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(A) Average fitness with and without delays (B) Average fltness_ .W'th and .V‘."thom delays
modified velocities
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Fig. 10.2 Performance profile averaged over 9 evolutionans fin an unperturbed condition as opposed to
perturbation through scaling the velocity. (A) Unpertuidtheondition. (B) Scaled velocities (doubled fBC,
divided by two forNDC) leads to an inversion of the performance profiles (erros:betandard error of the mean).

just cut off at different points in time. This simplifies apsit immensely, because object
velocities can be largely ignored.

Initially, evolving agents with and without delays had béetended just as the first step
for a series of simulation models, with the ultimate goalvolee agents that adaptively
switch strategy during their lifetime according to variallelays. However, most of the
agents evolved produced no negative after-effect for shorg of delays and there was
no selection pressure to evolve more interesting or adaptechanisms than just this ro-
bustness. The simulation experiment was not primarilynidégl as a theoretical study of
the principles of adaptation to sensory delays but as a naidee empirical experiment.
In this sense, limited adaptivity or sophistication of e solutions was actually a good
thing, because it mirrored the problems encountered inxtperement with humans, who
showed a similar robustness to the removal of delays.

10.2.1 Systematic Displacements

Probably the most important result from the analysis is teniification of systematic
displacements depending on initial movement direction\aidcity. Figure 10.3 depicts
trajectories from different starting positions relatiegthe object position for two example
individual agents, one evolved with delays (A) and one exdlwithout delays (B). The
agents were tested without delay (top) and with delay (bo)to

Both achieve to locate the object in the centre of their réeegield for most possible
starting positions in the respective condition they havenbevolved for (bottom left for
agent evolved with delays, top right for agent evolved witthaelays). Comparing, in con-
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Fig. 10.3 Trajectories for different agent starting posii across time, presentation of a single object. Cross-
ing the object (grey region) produces a (delayed) inputudtisily (trajectories black during stimulation). Top:
without delay, bottom: with delay. (A) An agent evolved witalays. (B) An agent evolved without delays.

trast, how the behaviour is altered by the introductionfreahof a delay (top left for agent
evolved with delays, bottom right for agent evolved withdetays), it can be seen that,
in both cases, the trajectories are systematically displdimm the centre of the percep-
tive field. When the agent evolved without delays is exposexigrolonged delay (bottom
right) it overshoots its goal, while the agent evolved wiehays stops too early if the delay
is removed (top left). These systematicities are much clasthe behaviour predicted to
occur in the experimental participants because both agemtsar to be perturbed in their
performance by alteration of sensorimotor latencies ardpanturbation is the qualitative
inversion of the other (negative after-effect).

Why is this systematic displacement disastrous to fitheag@mts evolved without delays
but interferes little with fitness of agents evolved withaled? As remarked earlier, agents
evolved without delays move on average twice as fast. Theniatge of systematic dis-
placements of the type described is proportional to the tageelocities. The systematic
displacement in the slow agent evolved with delay is smadlugh (d,| < 4) to still be
close enough to the centre to be registered as success, asddefithe fitness function
Eq. (10.1). For the agent evolved without delays, the dspteent takes trajectories far
away from the centre and outside its receptive field, as atdi@nsequence of the move-
ment velocity when the object is sensed. Such systematitadisment of trajectories can
be observed for most agents. The fitness function does nettdet punish such micro
displacements. This appears to explain their robustnegrtis removal of the delay but
not its introduction, which, therefore, does not appeateamsrom a qualitative differences
in functional impact, but rather from the magnitude of sysiéic displacements that relies
on initial velocities.
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In order to test this hypothesis, a new set of agents was edokith a spatially more
exact fitness function that measures the exact distancetfrembject centre, not only the
distance if it exceeds 4 units.

12 /(T
F'(i)= 3—221—# (10.2)

With this modification, solutions evolved with sensory gslaease to be robust to the
removal of the delay (see Fig. 10.4), which confirms that stiess of agents evolved
with delays is related to the fact that the original fitnesscfion (10.1) is not sensitive
to micro displacements. Applying this synthetic insightiie experimental study, which
has the same coarse performance criterion, the model desexgpossible explanation
for why behavioural reaction to the removal of the delay wasreflected in a decrease
in performance: if systematic displacements from the egantre of the perceptive field
occur, this suggests that maybe a behavioural after-dfieadaptation to delays occurred,
but was not strong enough to trigger a break-down of perfanea

Average fitness with and without delays
modified fitness function F’

B Fyoc

1 CIF be
08| mt .
0.6}
04} *
0.2}

0

evolved for NDC, evolved for DC,
fitness F' fitness F'

Fig. 10.4 Performance profile with the modified fitness fuorch’ (50% performance chance level, 10 evolu-
tionary runs, error bars: standard error of the mean).

10.2.2 Stereotyped Trajectories

Another interesting observation about the solutions eaaig the predominance cdflex—
like behaviour Looking at the steady state velocities for varylagepresenting distance
from the exact centre in evolved agents (Fig. 10.5), thegesrong tendency to output



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

194 Enaction, Embodiment, Evolutionary Robotics

v* = 0 for values ofl; that exceed a certain rather low threshold valulg oBehaviourally,
this means that the agents are only sensitive to the onsle¢ atimulation when an object
enters the receptive field, which triggers a rapid decay tof 0. The exact magnitude of
the input signal that represents the exact distance fronceh&re is not used for further
adjustments. The variation in signal magnitude, as an agewes to the exact position
to stop, however, is without effect on agent behaviour. Thishy the agent depicted in
Fig. 10.3 (A), top, remains in its location displaced frore ttentre of the receptive field,
rather than to actively search for the exact centre. Suakegfies are reflex-like in that they
produce stereotyped trajectories.

A common variation of this pattern is that deceleration eggded by a movement direction
inversion realised by negative peaks in the steady statideprthe negative peaks i

in Fig. 10.5 (left and right) realise this return behavioci: Fig. 10.3 (A)). Such return
strategies are, however, equally insensitive for exactadimagnitude.

Steady state velocities for example agents

Agent in Agent in Agent in

Fig. 10.3 (A) Fig. 10.3 (B) Fig. 10.6
20 20 40
5 0 20
-20 0
-20 -40 -20

0 1 0 1 0 1
1 1 1

Fig. 10.5 Steady state velocities for differentl, for the analysed evolved agents in Fig. 10.3 (A) and (B) and
Fig. 10.6.

Reflex-like behaviour evolved in all agents but one. The ag&nlved without delays
whose behaviour is depicted in Fig. 10.6 is one of the two tgtirat maintain a rela-
tively high level of performance when sensory delays amodhiced (cf. Fig. 10.2 (A)).
Even though the strategy evolved is also reflex-like in iative condition’ (i.e., with-
out delay), it allows adjustment of behaviour to a certaigrde after performing the first
reflex-like positioning: crossing the object, the targevvershot by a large amount and
the first movement inversion (induced by lower negative gaake steady state velocity
profile in Fig. 10.5 right) positions the object in the ceritréhe condition without delay.
In the condition with delay, however, this reflex happensrtodthe object back into the
outside margin of the perceptive field where the other negaigak in the steady state ve-
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locity profile is situated (Fig. 10.5 right). Therefore, #mer return reflex is triggered that
brings the trajectory into the centre. In this sense, thabielr is moregeactive because it
is sensitive to changes in magnitude of the signal caused@ging behavioural dynamics
(Fig. 10.6 top vs. bottom).

Agent evolved for NDC
30¢

20
10¢

|

30K/ /
20¢
10f

Agent Position
(horizontal)
o

2000 3000 4000 5000
time (Ms)

Fig. 10.6 Trajectories for different agent starting paosi§ across time, presentation of a single object. The
agent that has been evolved without delays uses a reactisersmotor strategy. Crossing the object (grey region)
produces a (delayed) input stimulls(trajectories black during stimulation). Top: without agl bottom: with
delay. Vertical lines: time at which presentation is cutdg#bending omw,.

This reactive strategy is, however, plainly accidental aotthe outcome of artificial evo-
lution: if the magnitude of the return trajectory or the ialitvelocity were a bit different,
the second inversion of velocity would not be realised indbkay condition that the agent
was not evolved on. Reactive strategies did not evolve syaieally because the deliber-
ate inherent time pressure in the task does not allow fonerdorrection. The cut off time
for trials with the top three velocities is 1000, 1142 and3 8% after the objects become
perceptible, which corresponds to the vertical lines-a2701 2843 and 3033 in Fig. 10.6.
A reactive online mechanism to bring back overshootingti@ries needs more time to
come into effect. The time window is just big enough to exeauteflex, not for reactive
behaviour correction. Agents have to induce the right biglinvimmediately when the
object is perceived.

10.2.3 Velocity

The question remaining is why the solutions evolved for ek twithout delays are so
much faster than those evolved with delays. The intuitivenaar to this question is the
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wrong answer: slowing down seems the obvious way of copitly avilelay — this intuition
is, however, only directly true for reactive strategieswimich ongoing behaviour correc-
tion is informed by and has to wait for the delayed signal espnting the effect of one’s
own previous actions. For the execution of a reflex there ismmediate disadvantage to
high velocity when faced with delayed sensation. Threergtssible explanations were
explored.

A first explanation would be that velocity is optimised foriagle circuit to drift back to
the point of contact: if very fast time constants are usetiéoutput neuron responsible for
direction, and very slow time constants are used in the itgloeuron, this difference im
could explain a stereo-typed reflex-like trajectory thatrehoots and comes back. How-
ever, thers evolved in motor neurons show a general trend towards ralrminirrespective
of the condition or the function of the motor neuron.

The second possible explanation was that the minimal @ad¢ine t; in the task is a
function of the sensory delay(d) =t,+d (wheret,, is the controller-internal reaction time)
and that the networks would optimise velocity in order to tiée minimal reaction time
to localise the centre of the object (6 units). Were this theeq/ should be such that =
6/v—dis near constant across evolved networks. Calculatingy#hie as a function of the
evolved velocities, however, several orders of magnitddedation between and within
networks evolved for both conditions result. This meang there is a lot of variation
as regards the time occupied to arrive at the centre, andséedttion pressure does not
operate to optimise velocities in the described way.

The third and last possible explanation tested was whetteeshortening of the absolute
time window in which to solve the task by 250 ms in the trialfvdelay makes a difference
and gives the networks evolved without delay more freedometoate further from the
centre before focusing. However, testing the networksweeblvithout delay with faster
object velocities to compensate for this difference in timiedow led only to a marginal
(5.6%) decrease in performance. There seems to be no simpleafswthe question why
there is a discrepancy in velocities for agents with and authdelay, even if the answer
may well be a combination of several of these simple factstet.

10.3 Summary

The model generates a number of insights into the task andatingtraints it imposes on
the strategy space, which are in the following tested ag#ieshuman data from the ex-
periment presented in chapter 9. Most noticeably, the mslielvs that, given the task
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design, itis impossible to solve the task because the gbs#for predicting object loca-
tion are too limited. The reasons for which the model failesxthibit the kind of adaptation
processes expected provide further insights into the simstor requirements for delay
adaptation. Time pressure had been introduced to forcesafmmd subjects) to adapt to
the systematic delays, rather than to just compensate ngjadown. However, in the
experiment/simulation designed, time pressure was scefeand sensory information was
so impoverished that the only possible and sub-optimal waplve the task is to perform
a ballistic movement without online control once the objgdirst perceived. The effort to
minimise task complexity to its absolute basics has takemesstep too far. The following
chapter 11 expands on these theoretical issues about agcesssorimotor complexity
for delay adaptation.

However, other insights gained about possible strategi@éagent behaviour may also help
to better understand the human data. The model shows thab#rse fitness function is
unable to register subtle systematic displacements thaltfieom a shortening of sensori-
motor latencies as unsuccessful behaviour. These dispkxus can be seen as analogues
of a behavioural after-effect of adaptation to sensoryydethat is not reflected in the task
performance. Movement velocity could be shown to play a imlexplaining differences
in displacement magnitude that result in differences ifiqparance. The simulation model
suggests that a similar behavioural adaptation, undetdstehe performance criterion,
could have occurred in the human participants, too. In thise, the model predicts that
the participants in the experiment shouldershoottheir target when the delay is intro-
duced, that this overshooting decreases over training tlzeitdthey shouldstop earlier
when the delay is removed. As part of the findings on systemdaplacements, the model
predicts that velocities decrease between pre- and psist-te

Another factor the simulation suggests for analysis is thatehaviour should be reflex-
like. From the simulation we expect that, since a delay profothe absolute temporal
duration of a closed sensorimotor loop for online controbii perception, to action, to
perception), the strategies become more reflex-like ownitrg with delays. It is not
straight forward to define or measure whether movement iex-ite or not in such a
simple task. A measure explored in the data analysis beldheisntra-participant self-
similarity of trajectories. The simulation also predidtatsystematic displacements should
be more pronounced in strategies identified as reflex-likteifsense.

The evolved agent controllers have very simple stratediasrely on only few sensori-
motor invariances. Factors that do not matter to evolveatesiies are the velocity of the



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

198 Enaction, Embodiment, Evolutionary Robotics

objects (catch as fast as you can), the history of previojecbpresentations, the exact
magnitude of the tactile input and the auditory reward dighlaese factors are assumed to
be irrelevant in the following analysis as a consequenaaéssupport for this assumption
is presented in (Rohde, 2008)).

10.4 Reuvisiting the Human Data

The combined experimental and modelling study is preseméeel as an example of how
minimalist behavioural experiments with humans and mihigf simulation modelling
can be combined and mutually inform each other. This sectwisits the human data
to test whether there is evidence that the human failure hibéxhe hypothesised adap-
tation to tactile delays relies on similar processes antbfa@s the analogous failure of
evolved agents (i.e., it tests the occurrence of systerdatffacements, stereo-typedness
of trajectories and a decrease in velocity after adaptation

As a first step, the motion data was re-structured. Human mewmeof a computer mouse
is not a symmetrical behaviour (due to arm morphology); asieome subjects appeared
to use different strategies for catching an object they @ggired from the left than they
did for catching an object they approached from the righer€fore, subjects’ attempts to
catch an object were separated into left and right atteraptofding to movement direction
before first contact with the object) and analysed sepgratglf they were generated by a
different person (even if, in the following analysis, theéads sometimes again collapsed,
assuming approximate symmetry of strategies).

The data from different object presentations was segmemtdchormalised in time with
respect to the point and moment of first contact. Assumin@lgirsensorimotor strategies,
i.e., either simple reactive feedback circuits or ballistereo-typed trajectories, other fac-
tors, such as the velocity of the objects or the history ofiores catch attempts, were not
taken into consideration. With this kind of normalisatioe,, location and time of first tac-
tile contact when approaching from one direction, reflée-ballistic movement should be
exactly congruent, like in the simulation, whereas readtighaviour should be contingent
on the ongoing sensory flow.

Data was filtered, removing first those catch attempts in igientact with the object
was not established or in which the participants did not mgassibly due to outside
events distracting their concentration). For the remgirdata, average trajectories were
calculated using a cumulative average of change in positipbetween each two points
of measurement (measurements every 20 ms, missing or liaregata points were filled
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in by linear interpolation). Using an iterative method,lmus were eliminated if the mean
squared error of the average trajectory was larger thar thtiendard deviations from
the average trajectory. This quantity is referred to in thitofving analysis aMSE of a
trajectoryP

T-1

MSE(P) = ﬁ tZ ((P(t+1) = p(t)) — (Pmean(t +1) — Pmean(t)))? (10.3)

where[1,T] is the sequence of measurements (taken every 20 ms) for ahichjectories

in a set are defined (different lengths and overlapping paris the position relative to the
position of first touching the object ari¥}eanis the sequence of changes in position that
characterises the average trajectory. After removing #te tbr one participant, because
remaining data was sparse, the processed data sets pettsadgemovement direction
contained on average 14 trajectories from which the avetraggrtories were calculated,
and none contained less than five.

This normalised movement data allows to test for systendé&jacements and differences
in velocity. Furthermore, the average trajectories andhikean squared deviation from it
across trials MSE), which was used to eliminate outliers, can also be usedderaio
measure and compare stereo-typedness of trajectorieS¢seel0.4.2).

10.4.1 Systematic Displacements

The main expectation derived from the simulation model &t t clear negative after-
effect occurs in terms of changes in systematic relativplat®ments between the centre
of the receptive field and the centre of the object to be caaglie end of an object
presentation that depend on initial movement directiomataicity. Due to the coarseness
of the performance criterion (Eq. (9.1)), if such systemdisplacements are small enough
in magnitude, they are not necessarily reflected in catecfepaance, which could explain
the lack of support for the main hypothesis.

Displacements were calculated by the distade®f the receptive field at the end of an
object presentation from the exact object centre. We stuttiie change in displacement
across the different phasest?"™ — di®®), (d2®® — g29aP) (d29aP_ g2 Displacements
were multiplied by the sign of initial movement directiorh&simplifying assumption here
is that, independent of movement strategy, overshootingsponds to a displacementin
the direction of movement, whereas stopping early masifest displacement in the oppo-
site direction. This assumption, which is not valid in a mgeaeral context, is justified by
the fact that the time pressure encourages ballistic réikexcatch motion (cf. Sect. 10.4.2)
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and only affords limited possibilities for online corremtior more complex sensorimotor
transformations. The main prediction then is that subjsietaild overshoot the goal when
the delay is introduced and and that the opposite changédsbocur first during the adap-
tation phase (error correction) and then in the post-tegl€tshooting). This translates to
the expectation that: sigd?" — d3®') = —sign(d?®'® — d29%P) = —sign(d2?2P— df°).
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Fig. 10.7 Change in systematic displacements from the bbggdre across the phases of the experiment (pooled
for subjects; n=19; errorbars: standard error of the mean).

This prediction is supported by the collapsed data frorraledt right attempts (in Cochran’s

Q on the signs of displacement:= 0.001; in a repeated measures ANOVA on the changes
in displacement from phase to phase with time as fad¢®, 36) = 10.68;p < 0.0002)*
Figure 10.7 shows the average change in displacement gbmghases. Pairwise com-
parison confirms that the significant differences in this parison are thatdf™ — d2®®)

is different in both sign and in value from the changes odnogrin the other two phases
(9%~ d52P), (5P~ df°®), all p < 0.02. However(d7*®'— d3*P) and(df"*P— d°)

are not significantly different, as hypothesiged.

1Displacements were multiplied by the sign of the initial rament direction, assuming symmetry of strategies.
However, running the same tests on the non-collapsed dataf¢ir both movement directions separately, in case
they are not symmetrical) confirms all these effects, suahttte collapsed data is presented for simplicity.

?In the dissertation on which this book is based (Rohde, 2@68numbers presented, as well as the conclusions,
are slightly different. This is partially due to a computal mistake in calculating the systematic displacements,
and partially due to the application of unsuitable statidttests (paired t-tests). The latter mistake in stasiktic
testing also concerns the other variables investigatemivhélut, in these other cases, there is no difference in the
main results if the correct test is used.
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This confirmation of the prediction generated from the madejgests that subtle adapta-
tion effects, undetected in the performance measure, atsar in the human participants.
Note, however, that the difference in absolute displaceérftem the centre between pre-
and post-testd®™® = —0.28, d?°* = —0.63) is not significant g = 0.29). Therefore, an
alternative and equally valid interpretation of the datahiat the shift in displacements
induced by the delays is only partially compensated duriagning and that removing
the delay implies a return to the initial strategy, whichresponds to another decrease in
displacement. In this interpretation, the non-significaatditional displacement would be
merely the result of noise. However, given that the otheiatdes identified also change in
the ways predicted by the simulation (see analysis beldvg) niot unreasonable to assume
that theoretical insights gained from the model can be agglb and tested in humans,
because both may undergo the same kind of transformati@®nisorimotor behaviour.

10.4.2 Stereotyped Trajectories

For the pre-processing and filtering of the data, the ingetigipant average of trajectories
during each phase of the experiment and the mean squaredided SE (see Eq. (10.3))
from these mean trajectories had been comput¢8E(P) can be taken as a measure for
reflex-like or ballistic strategies: given that the traggats were normalised with respect
to the moment and location of first perceptual contact, p#yfestereo-typed trajectories
would be exactly congruenMSE = 0), whereas more reactive or variable trajectories
would be contingent on ongoing sensory flow (hiBE). The model predicts that trajec-
tories should get more reflex-like over training with delegs a consequence of decreased
possibility for online control.

A repeated measures ANOVA of the variation(MSE)) of trajectories with experimental
phase as factor confirms that this is the case for the expetaigata £ (3,57) =4.51;p<
0.007). Figure 10.8 shows how variability(MSE) decreases across the phases of the ex-
periment. Pairwise comparison of the values between eagtiittin show that the sig-
nificant reduction takes place during training with delagd & maintained on that level
during the post-test (alp < 0.05, compare also Fig. 10.8). Again, the computations had
been performed on the collapsed data, assuming symmetrgjettories from left and
right catching attempts. Analysis of the data separatetéfoand right attempts confirms
the general effects.

There are a number of problems associated with usifi$E) as measure for stereo-
typedness. Firstly, theISE measure is affected by the accidental application of thes@ou
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Fig. 10.8 Logarithm of thé1SE from mean trajectories throughout the phases of the expetinThis change
towards more stereotyped behaviour happens during topimith delays.

acceleration function to the human movement data, asi®Eis computed on the basis of
changes in space for each measurement interval. Argulldyybuld be the same for any
measure of stereotypedness. Also, the number of trajestased to calculat@neanand
their respective length could possibly play a role in theefbut had not been controlled
for. Thirdly, this measure does not include a way to quaritifigow far trajectories with a
highMSE are not just variable but insteaglactive i.e., the sensory flow is not considered
in any way other than that the onset is normalised to the moaiéinst stimulation. Cross-
correlation had been applied in order to explore the rolehefgensorimotor flow, not
just the motion, but the results had not been very indicatiespite these limitations,
the differences found in theISE give further evidence that it may be reasonable to draw
analogies between the simulation model and the human data.

10.4.3 Velocity

In the evolved agents, the magnitude of systematic displaoés is dependent on initial
movement velocity. This difference in magnitude impact@erformance, thus explaining
why no negative after-effect of removing delays is measur€dis section investigates
whether human subjects also decrease the velocity of thieining behaviour. Even though
the previous chapter 9 already investigated velocity anddcoot find significant effects,

it only looked at general average velocity, not specificallyelocity before contact. As
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Fig. 10.9 Average velocity before making contact with thgeobto be caught across the phases of the experi-
ment. The direction of change in velocity is rather variadieoss subjects (comparably weak main effect despite
very low errors).

previously remarked, due to the unintended application@fige acceleration, the change
in position from which velocity is computed is not an accanateasurement of real mouse
velocity, but the distortion of spatial data is deemed rgggle in the analysis.

Velocity vwas computed by the mean absolute difference in distaneesaper measure-
ment interval of 20 ms during the last 500 ms before touchiiegabject. Again, velocity
was computed on the basis of the collapsed data from leftightiapproaches, as absolute
velocities were used, i.e., direction did not figure in. Feg®0.9 displays how this value
changes across the different phases of the experiment. ategp measures ANOVA on
the velocity with phase as factor shows that the main effechange in velocity is signif-
icant (F(3,57) = 3.87;p = 0.0137). Pairwise comparison shows that, as predicted by the
simulation model, there was a significant decrease in IniGibocity that took place during
training (p = 0.0003) and that was carried over to the post-tpst(0.0217). This finding
adds another confirmed prediction of the human data from Ehsifulation to the set.

10.5 Discussion

The simulation model has generated a number of insightstab®sensorimotor dynamics
of the catch task used to study adaptation to tactile delyst significantly, it points out

that the strategies afforded by the given sensorimotordakkallow stereo-typed ballistic
catch movements or, in exceptional cases, minimal reaatilree control. What this means
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in the context of time cognition, perceived simultaneity dne possibility to recalibrate is

discussed in the following chapter 11.

On a more practical level, the simulation has generated eruwf descriptive concepts

and variables along which the human behavioural data camalysed to test whether

human subjects really are subject to the same kind of presessd factors. Following up

to the presentation of the simulation model, some of thesifs have been tested in the
human data, confirming the predictions from the model.

e Systematic Displacemeritave been found to follow the direction of change suggested
by the model (i.e. increase when the delay is introduced:edse during adaptation
and decrease even further when the delay is removed). Tferatite in absolute
position of these displacements comparing pre-test anetpsisshows a trend into the
expected direction (i.e., stopping too early, at a largstagice from the object centre),
but this trend is not significant. Therefore, it is not clééiné systematic displacements
are just a sign of the restoration of the original situatiod atrategy or evidence for
humans following patterns found in evolved agents.

e As an approximation of thetereotypedness or reflex-likenedsstrategies, the intra-
subjective similarity of trajectories, measured as thatdm of the mean square error
from the average trajectory (MSE) could be shown to follow the pattern predicted,
i.e., to decrease significantly during training with theaysl This decrease entails
a significant decrease from pre-test to post-test. This nneaslies on a number of
assumptions, such as that the ongoing flow of sensory intiwmés irrelevant for
identifying a tendency towards ballistic movements.

e Concerning the movement velocity, the prediction that eiydefore making contact
with an object would decrease between pre- and post-teshigimed. However, it is
not clear what this decrease in velocity implies, sinceutgcfional role in the simula-
tion model is unclear as well.

In many senses, this analysis is rather crude, comparedtinaigal analyses such as those
provided by (Beer, 2003). As stated previously, the preskapplication of simulation
results to the data serves as an example how the combinedibetzd-experimental and
ER simulation modelling approach proposed can work. Gikiahthe data does not support
the main experimental hypothesis, it seems unreasonaypetal more energy in analysing
the simulation model or the human data.
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In order to do justice to the emphasis that the enactive agjrplaces on closed-loop inter-
action, in a different situation, further dynamical an#yis the closed sensorimotor loop
should have been conducted. Sceptics of embodied apporejaently find it difficult to
imagine what such an analysis would look like. There areedd® simple recipes about
how such an analysis should be undertaken yet and the taodmédysis in many senses
still need to be developed — even tools to explain the sirarahodels in the first place.
In principle, however, the possibilities for analysingeit the simulated or the human data
are open-ended, and there are vast possibilities to beréasply other approaches. It is
important to recall that the enactive approach is a changeispective, a paradigm, not
a radically new method, different from anything before. Tme but a few examples,
for analysing the evolved controllers (Beer, 2003) prosideparadigm case. In terms of
analysing time series and physiological data, simple nreassuch as cross-correlation,
can be applied, as well as more sophisticated relationadunea such as Granger causality
(e.g., Seth and Edelman, 2007). In terms of extracting senetor invariances, a lot can
be gained from ecological approaches (e.g., Gibson, 1988;1998). Any tool from any
science with similar data can, in principle, be used to desgrhenomena that are interest-
ing from an enactive view. The enactive approach really bd®tseen as a new paradigm
rather than as a new method.
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Chapter 11

Perceived Simultaneity and Sensorimotor
Latencies

What can be learned from the behavioural experiment andnidation model presented

in the previous two chapters about the question of delaytatiap and recalibration of
perceived simultaneity (Sect. 9.1)? Can we derive a newr@rpatal hypothesis from the
study, a new experimental paradigm? How can the failure pjoodrice the hypothesised
effects reported by (Cunninghashal,, 2001a) be integrated into the more general picture
of embodied time perception and time cognition? This chramtaluates the empirical and
the simulated data in this larger context. After providingpacise summary in Sect. 11.1,
Sect. 11.2 proposes an interpretation that ties in with eimeeptual analysis of temporality
in general given in chapter 8.

11.1 Summary of the Results

The experimental paradigm was inspired by (Cunningbaah, 2001a)’s findings on semi-
permanent adaptation to visual delays that lead to a negaftier-effect in task performance
and, anecdotally, to a recalibration of perceived simalitgn The author’s hypothesis that
inherent time pressure in the task is the necessary andisafffactor for yielding such
an interesting adaptation effect, which distinguishe# tperiment from similar earlier
studies, was tested in this experiment. The experimentdySbllows the minimalist ap-
proach described in chapter 3. The visuomotor avoidan&eautsesd by Cunningharet al.
was simplified, turned into a catch task and transferredeatidio-tactile platform Tactos
(Gapenneet al,, 2003) in order to be more tractable, controllable and difite dynamical
analysis. The objective was to first reproduce the adaptafiiect reported by Cunning-
hamet al. in a minimalist set-up and to then identify the defining fastthat bring the
effect to break-down. Thus, the sensorimotor basis of égpeed simultaneity and pre-
sentness should have been elucidated by describing angsargahot only the qualitative

207
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adaptation of performance, but also the changes in senstaniitlynamics and strategy that
bring it about.

The main hypothesis tested in the experiment was that thiipants’ performance pro-
file would follow the same pattern as reported in (Cunningleral, 2001a). This is, a
decrease of initial performance level upon introductiordelay, full or partial recovery
over training with delays, and a decrease of performanceapared to the initial per-
formance levels once the delay is removed. This hypothesisti supported by the data.
There is no significant recovery of performance with tragramd no significant after-effect.
In this sense, the results are closer to those obtained lierestudies, in which subjects
slowed down their movement to compensate cognitively fergbnsory delays, yielding
only partial compensation for the delays. Such compengatoategies do not produce
negative after-effects. The repeated failure to produn@-permanent adaptation had led
(Smith and Smith, 1962) to conclude that delay adaptatiomfgssible in principle.

The agents evolved in the ER simulation model of the exparimpeesented in chapter 10
were similarly inapt of exhibiting the expected performapcofile. Analysis of the strate-
gies evolved led to insights about the sensorimotor pragsedfforded by the task. Most
importantly, it came out that the time pressure, which hahbmplemented to catalyse de-
lay adaptation, in reality restricts viable strategiesadistic reflex-like catch movements,
in which shortening or lengthening of sensorimotor lateaananifests as a systematic
displacement of the agent with respect to the object it shoatch (overshooting when
delay is introduced and stopping too early when it is rem@vélree variables, i.e., these
systematic displacements, a reduction in variability afectories as an indicator of bal-
listic movements and a reduction of velocity before toughan object, were investigated
in the human data to test if human behaviour is subject tolairfactors and constraints.
This post hocanalysis guided by ER simulation modelling gave evideneg tthere may
be adaptation processes of the same kind, i.e., spatial latamuof ballistic movements.
The after-effect that this adaptation produces does ndttea decrease in performance,
because the performance criterion is spatially not aceweabugh to pick up such subtle
modulations.

In principle, the insights gained about the discrepancweeh behavioural adaptation ef-
fects and task performance should make it possible to desimptter experiment in which
these variables concur. In simulation, using a fitness fandhat is spatially more ex-
act had exactly this effect, i.e., a negative after-effatuored. Such a modification of
the original experimental paradigm is not feasible bec#luséemporal sampling rate and
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the spatial resolution have fierce limits imposed by the tiaat the experimental platform
needs to work in real-time.

However, even if these technical limitations could be naitégl, the analysis of the human
and the simulated data propose a different direction fah&rrexperimentation. The key
issue is that the behavioural compensation obtained wasf tlo¢ hypothesised kind. The
spatial modulation of ballistic movements that agents (@ssibly humans) adopt in order
to compensate for the delays is very specific to the expetahset-up. It would not work
as a delay compensation technique in a ecologically moraistigated scenario. The
following section analyses this further-reaching questiat relates back to the conceptual
insights gained in chapter 8.

11.2 The Sensorimotor Basis of Present-Time

In an attempt to explain the failure to produce delay adaptah certain scenarios but
not others, on the basis of different effects that sensdigydérave in different sensorimo-
tor tasks, we have proposed a classification of sensorinfie¢oiback loops inteeactive,
reflex-likeandanticipatory(cf. Rohde and Di Paolo, 2007Reactivefeedback loops are
those in which the motor output is, at any point in time, a ltesithe most recent sensory
input (i.e., such strategies do not rely on internal std@éptotaxis in a Braitenberg vehicle
(Braitenberg, 1984) like agent is the paradigm example afflex-like strategy. As dis-
cussed in chapter 10, the circuits evolved in the model oe#tperimental catch task are
not reactive but instead ballistic aneflex-like The motor output that defines an action is
only sensitive to stimulus onset, and are not sensitivegartbment to moment variation of
stimulus magnitude as the movement unfolds. A third claseon$orimotor feedback loops
called‘anticipatory’ is marked by the characteristic that motor outputs deperzbtin the
moment-to-moment sensory flow and the history of previotesattions (as internal state).
This distinction should not be seen as bindingly formal,netr®ugh it could possibly be
formalised. However, these concepts should capture ouitiirg understanding of differ-
ent kinds of strategies and how they are affected by certaisgimotor perturbations on a
functional level, and a formal account of state-sensitieitbehaviour runs into danger of
not adequately capturing such dependencies. On this kwglreal (or evolved) sensori-
motor behaviour is likely to benoreor lessreactive, reflex-like or anticipatory, not strictly
a member of one of these classes.

The important point is that sensory delays play differenctional roles in these different
kinds of behavioural feedback loops. In a reactive sensaiomloop, a sensory delay
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implies that behaviour has to be slowed down. If action satie online correction on the
basis of current sensory state, increased sensorimotrcias mean that the agent has
to wait, in order to sense the outcome of its previous actidmBraitenberg vehicle with
increased sensorimotor latencies will turn past the lighirse, correct, overshoot again
and thus start oscillating, unless it has means to slow dtsvmovement to compensate
for the perturbation. This kind of behaviour is reminiscefgubject’s behaviour in (Smith
and Smith, 1962)’s outline-drawing task.

Such overshooting as a consequence of sensory delays irctiveesensorimotor loop,
which results in oscillatory movement, is behaviourallywsmilar to what we experience
as the consequence of an increase in inertia, e.g., wheinglavarger car or when canoe-
ing. The way we compensate for an increase in inertia, on galdpy basis, is to slow
down. Therefore, in a reactive sensorimotor loop, a delayifests as a discrepancy that is
akin to the much more ecologically common increase in iaeffirom such an ecological
perspective, it appears logical to adopt the same compensdtategy — particularly, if it
is successful in mitigating the suffered perturbation. meeatent, this was already recog-
nised by (Cunningharat al, 2001a) and led them to conjecture that negative aftectsffe
did not occur in previous studies because it was possiblertgpensate by slowing down.
In reflex-like behavioural loops, such as those evolvedémdtiificial agents, a delay does
not manifest in a discrepancy akin to increased inertia,ibatead, to a discrepancy akin
to a fixed spatial offset, whose magnitude depends on tharsslement velocity before
contact. Just as increases in inertia, spatial offsets @igically much more common
than prolonged sensorimotor latencies. Therefore, thepeosatory strategy adopted is
the one suitable for dealing with displacements, i.e., talpce an inverse systematic dis-
placement. As intended, time pressure in the task made ibssiple to compensate to
the delay by slowing down, treating the delay as an increaseertia. However, in the
paradigm studied, a different way to avoid real delay adaptavas afforded, i.e., spatial
counter-displacement.

Both reactive and reflex-like strategies allow to concelgadhe experienced discrepancy
induced by the delay as something different and more comienare very used to com-
pensate for increases in inertia in the described ways thaiotl produce negative after-
effects. The proposal here is that this is what happenedradganms that report a failure
to adapt to delays in reactive tasks (e.g., Smith and Sm@&B2;1Kennedyet al., 2009;
Thompsoret al,, 1999; Ferell, 1965). The experience of delays as displaatstin reflex-
like behaviours, by contrast, induce semi-permanent atiaptof behaviour (i.e., inverse
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spatial displacement of motion). These displacementpiigtg earlier) as negative after-
effects occurred in the simulation model and, arguably, e iw the human subjects.
However, these after-effects are not the ones we are adtédreaecalibration obtained was
one of space, not of time.

It makes sense that no recalibration of experienced simeitiaoccurs if more likely alter-
native compensatory techniques are possible — if the delagtiexperienced as a delay in
the first place, it cannot cease to be experienced as a dedayraining. Which brings us
to the — somewhat constructivist — question of what charizete a delay in an ecological
context and how is it different, in terms of sensorimotortaogencies, from a displace-
ment or an increase in inertia. The difference between ame@se in inertia and a delay
is that, in a high inertia system, it is impossible to chargedirection of movement fast.
In a system with sensorimotor delays, on the other hand, aksilpility to change move-
ment direction fast is still given — only the possibilities fast online control of such fast
behaviour is eliminated. For a delay not to be conceptuhbsean increase in inertia, time
pressure is thus indeed a necessary component that briagifterence to the subject’s at-
tention. Only under time-pressure will the subject redtisd he can still change direction
of movement fast.

Time pressure was implemented using fast object veloditi¢ise experiment presented,
which, indeed, suppressed reactive strategies. Howeubjedas used instead ballistic
stereo-typed catch movements, a strategy, in which a dedmjfests as an offset, not as a
delay, and, as a consequence, did not lead to the hypottigsitterns of delay adaptation.
The difference is that, unlike in the minimal task used h@Zeinninghanet al, 2001a)’s
task affords the possibility to exercise anticipatory cohtTheir visual task forces subjects
to produce fast sequences of motion with variations in ugl@nd direction, during which
the regular structure of the visual environment has to béoéeg continually. Only in the
presence of such longer term structural links between ptoreand action that are directly
relevant for the online modulation of behaviour, delay dd#pn in the strong sense is pos-
sible and required. Such anticipatory behaviour is, howeydy possible if the signal is
sufficiently structured and allows anticipation over a lengyme-course, which was not the
case in our experiment. There needs to be a cohesion betwesemmary signal struc-
ture, own movement possibilities, and future signal streeet This new hypothesis about
a combination of requirements for delay adaptation, iieetpressure combined with the
possibility for longer term anticipation, needs to be ercgity tested, in an experiment
that may well be another simplified version of the task usg€imninghanet al., 2001a),
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but not simplified to the point that it is impossible to regighe delay as a delay in the first
place.

What does this analysis teach us about the sensorimotomdgsaf time perception?
What is the role of sensorimotor latencies in constituting éxperience of present, past
and future? Some tentative ideas about the length of semstmi loops (i.e., the time it
takes, from the observer perspective, for a sensation totiiesmotion and then again in
sensation) and their role in defining primitive past, présewl future are now developed in
the light of the cross-disciplinary analysis in chapter &e¥ link to the use of spatial and
temporal language in the Aymaran language and the role ofletlge and agency in their
conceptuatime is spacanetaphor (cf. Sect. 8.5).

When a sensorimotor loop is enacted, i.e., the causal chaim $ensation to action back
to sensation, it is extended in time from the observer petsge However, this time
extension is not priori known to the agent itself. This is because the causal chain of
executing this sensorimotor loop is not something the agself can still interrupt or
influence in a controlled way, whereas, the observer, carthdright of what it means
for something to be past or to be future (cf. chapter 8), tleisaal, in which | await the
confirmation of the expected outcome of my action, does natifyufor either. What
happens during the execution of a sensorimotor loop is eefiast, if we recall that the
past is what is known, done and unchangeable, nor is it futigre¢he future is still open
to volitional change. Therefore, the time it takes for a séina to be transformed into
a motion that again leads to a sensation is the present, jdrbateveen the past and the
future in the just-mentioned sense. As soon as the subgegisctations are matched by the
reafferent sensation, this present turns into past justdiky previous sensations. Once the
causal chain is initiated by the agent, it loses its own pdlityi to further influence what
happens, but it is only once the reafferent signal arrivas éixternal forces are equally
unable to interfere with the agent’s expectation of the oune of its actions.

The tricky thing is that, at any moment in time, infinitely nyasuch sensorimotor loops,
continuous in time, are being realised. The diagram degpictd-ig. 11.1 tries to capture
this idea, in which subjective time, from the observer pecsipe, takes the form of a tube.
In this tube, change of variables in the eye of the observenddhex-axis and the helices
running around this tube are the causal sensorimotor-|@igsin the eye of the observer.
The experience of subjective presentness is then a chuhlsafibe, a chunk that advances
in discrete overlapping steps, which gives rise to the discilow of chained events.
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The poly-helix of sensorimotor dynamics.

Y

clocked time in the eye of the observer

Fig. 11.1 lllustration of ideas on the relation between terapexperience and sensorimotor loops from the
observer's perspective.

These ideas are not yet fully developed and it is not clear th@y could be tested em-
pirically. However, both (Libet, 2004)’s and (Cunninghatral, 2001a)’s counterintuitive
results on disruptions of experienced presentness make $eihis view. In Libet's ex-
periments, the 500 ms that elapse between a peripherallstirand the build up of cor-
related cerebral activity, as well as the 500 ms between #wdiRess Potential and the
onset of movement, form part of a sensorimotor loop in theg@se of completion, outside
the subject’s volitional control. Therefore, these 500 timsg-extended in the eye of the
observer, do not exist from the subject perspective in a tealgense. They are neither
future (changeable), nor past (confirmed truth). Only tigiothe use of technology, they
can come into meaningful existence, as it was done in Walexperiment (as reported in
Dennett and Kinsbourne, 1992) by cutting short the inhesensorimotor latencies. This
short-cut induced a breakdown of perceived ownership oétien in the subjects.
Similarly, in (Cunninghanet al, 2001a)’s experiment, by imposing a delay, the senso-
rimotor loop was stretched such that the extra 200 ms to avsial feedback became
a meaningless time span and was therefore banned from tahgxmerience. This cor-
responds to inflating the tube of temporal experience degict Fig. 11.2. Through the
anticipatory nature of the task, it was brought to the sulgj@ttention that the time-span
during which it is still possible to intervene with the coeif events was shortened, which
was not the case in the present and in previous studies, \ahihed a different more eco-
logically plausible conceptualisation of the discrepaimciuced by the delay as increase in
inertia. If the delay is removed, the tube is shrunk and thgesi is suddenly afforded an
extra 200 ms to influence the unfolding course of events. Stnistening of sensorimotor
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latencies is experienced as an inversion of the temporat@ssociated with causal chains,
reminiscent of the one reported by Walter.

Delays inflate the tube.
Adaptation to delays inflates the helix accordingly.

A\ 4

clocked time in the eye of the observer

Fig. 11.2 lllustration of how adaptation to increased seansmor latencies may change experienced simultane-
ity (inflation of the tube sketched in Fig. 11.1).

Linking the results to (Varela, 1999)'s neurophenomengtifgpresent-time consciousness,
it is worthwhile pointing out that both the visual delay of®fds used by Cunninghagt al.
and the tactile delay of 250 ms used in our experiment areeantersection between the
time scales associated with the primitive and the immanewtdif time. Possibly, for that
reason the delays are perceptible, yet can still be intediiato experienced presentness,
and this would not be true for delays of arbitrary length. iMg@inysiology poses constraints
on the construction of reality; the tube in Fig. 11.2 canreitiflated indefinitely. Evidence
to support this assumption comes from (Cunningleam., 2001b)’s experiment on visual
delays in a driving simulator. Comparing adaptation to a i3 a 230 ms and a 430 ms
delay, they only found the kind of effect reported in (Curgfiamet al, 2001a) in the
condition with a 230 ms delay. This suggests that the 130 rfey/de too small to be
registered and the 430 ms delay is too large to be integrated.

A last issue to be mentioned here, which has already beeessait implicitly, is the role
of unity and causality in delay adaptation. The disruptibtemporal experience in (Cun-
ninghamet al, 2001a)’s experiment surprises participants becausé-malial aspects of
one unified action are temporally torn apart. What is expeee visually (reafference)
precedes what is experienced proprioceptively (movem&hgrefore, the experiential ef-
fect is not actually the distortion of temporal order betwé&o simultaneous temporal



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

Perceived Simultaneity and Sensorimotor Latencies 215

object-events (different in space but identical in timeljt, #he disruption of unity (in both
time and space). The question to be asked is whether, witheutestruction of perceived
unity, the same surprise would have occurred. In other watrdspossible that such illu-
sory reversals of experienced temporal order much moreiéetcthan we think, between
separate external objects or events. However, if such asa@veoes not coincide with a
break-down of our perceived temporal self-cohesion, wealaetect such inconsistencies,
because they are irrelevant to us. Such inherently mearlidgferminants of perceptionin
the world is difficult to explain from a computationalist ppective. In such a view, causal
links and temporal relations would be inferred constantly automatically, indiscriminate
of the basis of structured inputs. However, more work is asa@gy to turn these ideas into

a model or to derive hypotheses that can be tested againgieahgata.
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Chapter 12

Outlook

This book set out to mould out a space for computational ntthaithin the enactive
paradigm in cognitive science. It promotes simulation nd®ot as thinking machines,
but as machines for thinking. It presents case studies v gincrete examples of how
simple simulation models can contribute to the explanatfomind, without the accompa-
nying claim that they would be minds themselves, embedd#ueirrontext of conceptual
methodological debate, making explicit the shift of pecdjpe that marks the enactive ap-
proach, which frequently results in asking the unusual asrdabvious questions. Hope-
fully, even if the reader does not want to go all the way with hreeor she now understands
the characteristics of the enactive paradigm and its agsttems of scientific explanation.
This last chapter summarises and evaluates the presenkection of facts, ideas and re-
sults and returns to the methodological theme of the boakagaost-cognitivist science of
human level cognition be informed by simple ER simulatiordels? What can such sim-
ple models contribute, what is their role in scientific exygiaon? Section 12.1 summarises
the material presented in this book, Sect. 12.2 evaluag¢es before the concluding remark
in Sect. 12.3.

12.1 Summary

In trying to move beyond the paradigmatic struggle in cagegcience, this book promotes
and develops the enactive approach to cognition and belrawor historical reasons, the
metaphor of cognition as computation is closely tied to theaiof the interdisciplinary

and scientific study of mind and cognition, in particulait ihvolves the use of computer
models. Over the past decades, however, the computati@taphmor turned out to be em-
pirically limited and conceptually harmful. The enactiygaoach rejects this metaphor in
favour of an embodied, situated, dynamical and constristiperspective inspired by the

217
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metaphor of the living organism as cognitive system. It &&gion autonomous dynamics
on several emergent levels of biological organisation, xjmegence and on the genuine
meaningfulness of mind and mindful behaviour. Chapter 2reanses this debate and
points out the differences between the enactive approatiothrer alternative approaches
in cognitive science, many of which are related to the emaapproach. This chapter also
identifies the big challenges that Enactivism faces in theing decades. Processes of ab-
stract, symbolic and high-level cognition count as repnegenalist strongholds and pose
the biggest challenge to the enactive paradigm to demaeastsaexplanatory potential.
How can minimal ER simulation modelling as a technique faxative cognitive science
be used to elucidate any aspects of human cognition and ioeingand particularly those
identified as representationalist strongholds?

From there, the repertoire of methods underlying the rebeiar this book (ER simula-
tion modelling, CTRNN controllers, DST analysis and PS expents) are introduced in
chapter 3. This chapter also sees an extensive debate ondokifical issues, such as
the role of the scientist as an observer in constructivist@gches, on the scientific value
of ALife simulation models and on the possibility of scidittlly studying experience by
combining first, second and third person methods in a nonetazhist fashion. Crucially,
this chapter also develops the interdisciplinary methoglichl framework that was put to
use in some of the work presented, i.e., the application o$iERilation modelling to min-
imalist experiential and experimental research on peimepind sensorimotor adaptation
(PS research). This kind of research is only truly interigigtary if modelling, experimen-
tation and subjective experience are brought togethermntaially informative polylogue
(see Fig. 12.1). The results presented in the subsequapiechighlight individual parts
of this diagram.

Philosophy

| Phenomenology)

Empirical Computational
Sciences Modelling

Fig. 12.1 lllustration of the interdisciplinary enactiveuinework proposed.
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Chapter 4 presents a model of directional reaching in adigggbhuman arm to investigate
the principle of linear synergies in motor organisationisithodel shows thatimposing this
kind of constraint on a motor system can enhance evolvabilhis benefit is not just due
to the smaller search space: reducing the task to two dimessieans an equal decrease
of parameter space but has the opposite effect on evolyabflioncerning the diagram
illustrating the scientific role of simulation modellingi¢fF- 12.1), this study successfully
implements the links between simulation modelling and ttpeeimental sciences.

The simulation model of value system architectures preskint chapter 5 investigates a
research question of a much more abstract and philosoptate, i.e., itillustrates logical
problems with a certain type of neural or cognitive architeeand points out the implicitly
held modelling assumptions underlying such approache® rbdel criticisesa priori
semantics of dedicated meaning-generating modules ta\sspdife-time learning in an
embodied context. Such models have been proposed as sdiujiwoblems encountered
with more rigid, fully disembodied approaches. The ER satiah points out how such
meaning generating modules, if no further processes ttatrertheir intact functioning
are provided, are unlikely to explain adaptivity as a gehph@nomenon. This model
demonstrates the mutual methodological links betweergtiihical theory building and
simulation modelling in the diagram in Fig. 12.1.

The following two simulation models on perceptual crossimg one-dimensional (chap-
ter 6) and a two-dimensional (chapter 7) simulated enviremrapply ER modelling to ex-
periments in PS. The simulation models contribute to theetstednding and interpretation
of the experiments on different levels, generating corecpeedictions about descriptive
variables involved in perceptual distinction or about niarjpgical aspects of observed be-
haviour, but also providing abstract proofs of concept alblgnamical principles at work
and implicit premises held by experimenters or subjectvefGthat the experimental PS
approach addresses both questions of perceptual exper@encsimple sensorimotor be-
haviour, these models succeed at implementing all four atetlogical links between sim-
ulation modelling and the other disciplines in Fig. 12.1.

Chapter 8 provides a conceptual interlude on the issue @f pierception and time cogni-
tion that brings together material from a variety of souraed disciplines. It concludes
with a refined view of dimensions along which time can be stddievels of temporal
experience, methodological approaches and their scopdats) to prepare for the sub-
sequent study on delay adaptation and recalibration ofrextpeed simultaneity.
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This interdisciplinary project, which directly combinesHavioural experiments with hu-
mans and ER simulation modelling is presented in chaptdr. 9The experiment tests
the hypothesis that recalibration of perceived simultgneisults from adaptation to sen-
sory delays in simple sensorimotor tasks, provided thatethasks are marked by a time
pressure that forces subjects to move fast. This hypothekish is based on (Cunning-
hamet al, 2001a), is not supported by the data presented in chaptui@ed by the ER
simulation model of the task presented in chapter 10, thawetrral data is analysed to
search for reasons for this failure. On the basis of bothithelated and the human data,
chapter 11 extends the tested hypothesis, proposing theyt ddaptation does not only
require time pressure, but also temporal structure in the@@motor interactions with the
environment that allow anticipation. This extended hypsth is based on an ecological
analysis of the effect of delays in reactive, reflex-like anticipatory sensorimotor loops,
which concludes that only in the latter the delay will reatianifest as a delay. Returning
to the more abstract, conceptual and general view on timeitiog given in chapter 8,
it is proposed that the present-time experience corregptnthe sensorimotor behaviour
currently enacted, over which an agent does not exercis@wall control.

In this project on experienced simultaneity, all mutuakénn the diagram in Fig. 12.1
are active: work done using all three methods — the empijrtbal computation and the
conceptual — was conducted by the same person (myself, theraualbeit with the help
of experienced collaborators). This acid test of the meatkagical framework proposed in
chapter 3 helps to point towards the merits and demeritd®aghproach, an evaluation that
is performed in the following section.

12.2 Evolutionary Robotics Simulations for a Post-cognitiist Science of Mind

The material presented in this book, in its diversity, hagdfolly convinced the sceptical
reader that simple simulation models have merit for theysti¢thuman level cognition and

behaviour, even if he or she may not want to go along with eachexery of the claims

brought forward. The subsequent evaluation focuses og tloee issues more profoundly:
the question of the recognition and incorporation of sirtiataresults in empirical science
(Sect. 12.2.1), the question of advancing the enactivedggmaby conquering represen-
tationalist strongholds (Sect. 12.2.2) and a more detaitéidjue of the interdisciplinary

framework proposed in chapter 3 on the basis of the resudtsepted (Sect. 12.2.3).



December 9, 2009 17:45 Atlantis Press Book - 9.75in x 6.5in bookrohde

Outlook 221

12.2.1 Reception in the Scientific Community

In a recent provocative article, (Webb, 2009) attacks ‘atimodelling, i.e., simple agent
research that does not explicitly link its results to engaifphenomena, and questions the
scientific (biological) relevance of this kind of approaehyiew which is debatable (cf.
Rohde, 2009). After all, the model on value system architest presented in chapter 5
can be seen as exactly the kind of conceptual, theory-dapproach to modelling that she
criticises.

However, it cannot be denied that, in the field of ALife, thex¢he potential danger that
relevant results get lost in a nexus. A simulation model maynspired by a real biolog-
ical phenomenon, it may then model this phenomenon, and geweerate useful results,
both for other synthetic approaches and for the scientificaln studying the phenomenon
that inspired the model. However, many times the resultsaloateive the attention and
acknowledgement they deserve.

Fortunately, the simulation models presented in this baakemot fallen victim to this
trend. Both groups working on motor synergies that had nesipihe model presented in
chapter 4 were very positive about the model, encouraged kedp up the work and
cited the simulation research as a consequence (Sheratradl] 2007). The models of
perceptual crossing in a one-dimensional and a two-dimaatisimulated environment
have been well received by the CRED group who have condubtedriginal study and
cited the work as a relevant contribution (Auvmetyal,, 2009). The simulation results from
the one-dimensional variant were published in a domaimiipdi.e., a psychological)
journal (Di Paoloet al,, 2008). The later models were conducted in direct collaimra
with the empirical researchers (Lenay, Rohde & Stewartrapgration; interdisciplinary
study of delay adaptation, chapters 9-11). Those modelsatbie also not published to
a wider audience (i.e., the value system model and the stadydaptation to delays),
naturally, did not produce the same kind of resonance irgleant scientific communities.
Supporting (Webb, 2009) at least in some parts of her @itigit is important to mention
that such positive responses do not come for free. It reguiek to apply simulation
results to real-world phenomena, to identify concrete iot&hs and relevant conceptual
insights and to communicate those to the relevant comnasgnifihe encouraging sympathy
with which the work presented in this book was received satgghat the time and effort
to do so are well spent.
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12.2.2 Representationalist Strongholds

In chapter 2, high-level, abstract and symbolic domain®ghétion have been identified as
representationalist strongholds — as scientific problerasafor which enactive approaches
are still struggling to generate powerful results, modet@xplanations. In how far did the
research presented in this book contribute to the invasimpoesentationalist strongholds?
The answer to this question already stumbles over the probtat what is considered
high-level and low-level from either perspective overlapst is nota priori congruent.
In a representationalist view, high-level cognition is Kired of symbol manipulation per-
formed in the most decoupled and homuncular modules thafuaiteest away from the
sensory and motor periphery. In an enactive perspectiig niot fully clear how high or
low-level cognition should be defined other than in phylagfenadvances, new forms of
value generation and more mediated meanings emerging fesnlavels of autonomous
self sustaining dynamics (see chapters 2 and 5). From thi®diad perspective, periph-
eral systems of the organism can be equally essential fdaiexpg a high-level cognitive
capacity as cortical brain areas.

The work on motor synergies (chapter 4) would be considerex ow-level from both
perspectives. From the representationalist perspedtiie Jow-level because it is con-
cerned with the realisation of motion, not with motor plarmior reasoning. From the
enactive perspective, it is low-level because the prosedescribed are not embedded in
a meaning generating context, if investigated by themselvihis is not to say that the
study of principles in motor control is irrelevant for coimé science. As argued in the
introduction (chapter 1), our human cognition, our consequitd experiences, probably re-
lies much more on such simple processes of sensorimoteoggdhisation than traditional
approaches acknowledge. However, in order to be able to slakes about higher levels
of cognition, the role that simple motor self-organisatmays in our mental lives or in
enabling our logical capacities has to be explicitly adskees

The model of value system architectures (chapter 5), byrastitdives straight into ques-
tions of neural organisation and its role in realising gaheurpose adaptivity. TNGS
associates value system function with neural populationthé limbic system and the
brainstem, which are phylogenetically old brain regioret thre traditionally not linked
to higher cognitive function. However, given the geneyadit the criticism, which applies
to proposals of localised priori semantics in hybrid and semi-homuncular approaches
in general, the model is relevant for both higher and loweel of cognition. Probably,
representationalist and enactivist researchers woulgkeagm this matter. However, since
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the point is so general, the model is largely a conceptualaidtcriticises a certain type
of cognitive architecture, but has nothing to put in its pladhis failure to provide con-
crete and empirically testable ideas is a shortcoming ofynsample ER simulation mod-
els. Considering cognition as a global and dynamically demaphenomenon, you lose
the benefit of a representationalist perspective to addlsifupctional models as building
blocks, assuming they interact linearly. By doing justicette possibility of nonlinear in-
teractions, the enactive modeller faces a trade-off betweeapplicability of the model to
a concrete real-world phenomenon and the generality of tlestepn it can address. The
model of value system architectures is an example of a marergkbut less applicable,
theory-driven approach to modelling.

Concerning the models of simple behavioural experimerits mimans that use the meth-
ods of psychophysics and the psychology of perception,tlestipn of low-level vs. high-
level is more complicated. From a computational perspegtivis kind of research is about
‘just perception’, i.e., the generation of internal regmsitions for cognition to work on,
a process that is not deemed cognitive itself. Empiricallyenever this strict separation
breaks down, i.e., when factors other than stimulus energyrectly measurable physical
or peripheral-physiological variables impact on percefjtitdgment behaviour, a black box
labelled ‘attention’ or ‘higher-level process’ is invokéat explanation. Remnants of this
computationalist division of cognition and ‘just perceptihave snuck into the work here
presented as well, such as in the distinction between trieeptual learning that produces
a negative after-effect (semi-permanent) and ‘cognitadjustment that does not lead to
such after-effects. Is this use of language not in tensidh thie aspiration of this book to
tackle questions of high-level human cognition? As usu#im the enactive perspective
things are not that simple. The point is not to debate thanaeotual distinction between
perception and cognition in terms of reasoning is usefulamyrsituations. The point is to
guestion their strict separation, to emphasise that tisesiecontinuum in both mechanism
and function. What is further questioned is the assumptian éxplaining the perceptual
bits is the easy part, whereas explaining the ‘cognitives isithe real problem. The conjec-
ture put forward in this book is that once self-organisatibperceptuo-motor invariants
and the physical and social constraints on our sense-makagxplained, the reflexive
symbolic processes that build on such ongoing coping, andhwhanifest in our abstract
cognition and conscious awareness, will fall into placeiradly.

In this sense, both the research on agency perception inmalist environments and the
study on recalibration of experienced simultaneity, tHolagv-level from a computational-
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ist perspective, can be seen as progress on problems ofeliglttuman cognition. Both
perceptual phenomena are of a highly abstract nature, isghse that the meaning in-
volved is highly mediated, i.e., very far away from the plegésiform of the stimulus (cf.
Sect. 5.5). Both are important factors in how we subjectiexiperience our worlds. By
proceeding, step by step, on the explanation of such abstragtal phenomena, a more
coherent, complete and parsimonious picture will be gairedhis sense this book has
seen a shift in focus, away from those cognitive phenomeatactbmputationalists set as
goal-posts for enactive accounts and towards the kind afiginena that computationalist
approaches struggle to account for, which they tend to dtayngnd ignore, but which
are equally pressing: open-ended meaning generationotisraction of time and space,
participatory sense-making — all these are problems thdittonal Al and autonomous
agent models struggle with. The construction of self andyBlogage could be added to
this list of core problems in traditional Al (cf. Rohde anatfami, 2009). Advancing on
‘representation-hungry’ problems of symbol use, refldyiand image making remain as
challenges for the enactive approach, but there is ho nekavi® our pace and our focus
dictated by the sceptics. A shift towards an enactive pets@eentails asking questions
differently and attending to non-obvious problems.

12.2.3 Simulating Human Perceptual Behaviour

The research presented as part of this book activated singeaumbers of conceptual
links in the diagram in Fig. 12.1, which coincided with anre&se in methodological
novelty. The models of motor synergies and value systemtanthires (chapters 4 and 5)
were strictly in the spirit of previous ER simulation modelad the scientific role of such
models has been analysed extensively (e.g., Hatal, 2005; Di Paoleet al., 2000; Beer,
1996). On the other hand, the application of ER modellingsiachophysics or PS research,
closely matching the experiment and model, following therata laid out in Sect. 3.6, is
novel. This section evaluates the application of the apgiro&pecial attention is paid to
guestions of the experiential dimension of the work and titerdisciplinary polylogue.

As concerns the aim to include equal proportions of all thdesiplinary bubbles in
Fig. 12.1, concerning the work presented here, the expga&iatimension has been ne-
glected. When the research was conducted, the idea of peatgpdgements as first or
second person methods for a crude neurophenomenologye@tf. £5) had not yet been
fully developed. However, it is easy to envision researamnglthe same lines that puts
these ideas to good use.
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Another issue to mention is that the interdisciplinary gtad adaptation to delays had also
tested the assumption that it is necessary or beneficialferand the same person to re-
alise all tasks involved in the interdisciplinary polylagdepicted in Fig. 12.1 herself and
in parallel. The underlying assumption was that perforntioth the experiment and im-
plementing the model in person would lead to a much closeraetion between the two,
such that modelling and scientific practice would consyamtutually inform each other
and keep growing alongside one another. In practice, hawtie was not the case. There
were phases of work that were strictly dedicated to modghind others strictly dedicated
to experimentation, and the application of one to the other, the ‘communication’ of
results) was not always working. Work on methodologicalfedent aspects of a com-
plex project requires different mindsets, which can onlyekercised at the same time to
a limited extent. This insight resonates with the classibe of the hermeneutic circle of
understanding of a text described, for instance, by (Gadat884), in which understand-
ing is advanced by alternating phases of closure and prgjufitom the global perspective,
and phases of thorough investigation of detail, in whichidaas are open to change (see
Fig. 12.2).

First grasp

Inspection
of detail

\

Deeper
under-
standing

Global \\
inspection

Fig. 12.2 lllustration of the hermeneutic circle of undarsting.

The analogy is a bit flawed as both simulation and experinhpfganing/measurement are
relevant in both the global and local phases of understandiowever, a similar diagram
can be used in order to illustrate how a phase of modellingagdrexperimental design,
be pushed into the background during piloting, return toftreground for elaboration
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of the set-up, become irrelevant during conduction of thgeexnent, but later aid inter-
pretation of the resultgtc. Therefore, the benefits (if any) of performing all tasks ia th
interdisciplinary framework in person, as in the study otage@daptation, as opposed to
contributing with simulation modelling to existing expmental research, as in the mod-
elling of perceptual crossing, are only of a quantitativeurg, not of a qualitative nature.
This means that in a well managed collaboration with worldagnmunication the kind of
simulation modelling proposed can be equally effectiveSéat. 3.6, the computationalist
approach was criticised for being multidisciplinary, mtthan genuinely interdisciplinary.
Effectively, this means that the collaborative demandscaraparably higher in enactive
approaches, not that the individual scientists need to hergésts.

12.3 Conclusion

This book starts by recalling the long gone optimism of theyedays of Al and compu-
tationalist cognitive science. It finishes with the appabef a new optimism of a dawning
era, the era of enactive, embodied and dynamical cognitiense. Work from across
disciplines and areas that forms part of this movement wasgmted, both own and other,
indicating avenues for future research and pointing ousgaphe methodological inven-
tory, which wait to be filled.

The enactive view is not a simple view, one that paints blackwhite. Problems that look
deceptively simple reveal their true complexity under thaative scrutiny. The global
perspective on the conceptual level is in stark oppositidhe simplicity of the ER models
presented as case studies in this book, as well as the madestytheir scientific function
or explanatory potential. However, it is exactly this mdgigbat allows the enactivist to
think big without becoming delusional about what it is thahde feasibly achieved. It
may be useful to write in a grant proposal that our computdéfswoon be our best mates
and our robots indistinguishable from our pets. Howevés,nbt satisfactory on a personal
level, if what you care for is understanding that we have mindhat weare minds. Bold
claims about our possible achievement are not true in & seitse. The loose sense, in
which they are true (i.e., computers will sometimes makeni¢esor our robots can take
the role of a pet if we are happy to endorse the illusion) da¢$alp us to advance on the
real issue, for the reasons given throughout this book.

Computer models in the enactive approach are not thinkinthinas, like in the compu-
tationalist approach, they are machines for thinking, Ilik@ny other of the natural sci-
ences. One important point that was not addressed at defittsihook should be briefly
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mentioned here in this outlook: giving up the dream of thakhig machine (thinking
computer) does not imply giving up the dream of the synthekiatelligent or cognitive
systems. Maybe, one day, we will be able to synthesise amytbia@t is genuinely cogni-
tive. After all, we are all naturalists. But this system, aguct of the hard work of many
inspired scientists, studying what it is about our orgaivseas organisms that makes us
cognitive, is not going to be a software program or a compoiter machine in the strict
sense, and it will not do abstract decoupled informatiortessing. Probably, this system
would be an artificial organism of some sort, involving cheahi energetic or other real
physical processes that are spatially extended, dyndsn@abedded and whose meaning
would be intrinsic.
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List of Abbreviations and Symbols

ai

Al

AlLife
ANN
ANOVA
BBR
C,cjj

CCNR

CPG
CRED

CTRNN
0,A

d(x)
DS, DST
DoF

Joint angle oft" joint

Activation of unitn;
Artificial Intelligence
Artificial Life
Artificial Neural Network
Analysis of Variance

Behavior-Based Robotics

Network connectivity matrix in whiclej; € {0,1} indicates existence
of a connection from unit; to unitn;

Centre for Computational Neuroscience and Roboticsydssity of
Sussex

Central Pattern Generator

Cognitive Research and Enaction Design Group, Uriteede Tech-
nologie de Compiegne

Continuous-Time Recurrent Neural Network

Parameters of RBF (see chapter 4)

Delay (of sensory inputs to CTRNN controller)

A distance function (locally defined)

Dynamical System, Dynamical System Theory
Degree-of-Freedom

Noise or a very small constant (locally defined)

Evolutionary Robotics

Required pointing direction signal (see chapter 4)

Fitness function for individudl performance for participamt
Flash-Lag-Effect in psychophysics
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GA Genetic Algorithm
GOFAI Good-Old-Fashioned Atrtificial Intelligence
h Simulation time step

li External input tan;

ki A constant

K(o) Linear synergy function (see chapter 4)

M; Motor signal

Mg Motor gain

MSE Mean Square Error

n; Theit" unit (neuron) in an ANN/CTRNN

w Angular velocity

ODE Open Dynamics Engine (C++ library)

PDP Parallel Distributed Processing

PS Perceptual Supplementation

r Magnitude of vector mutation in GA

RBF, RBFN Radial Basis Function, Radial Basis Function Nekwv
g Standard deviation

o(a) Standard logistic (sigmoidal) function (Eq. (3.3))

S Sensory signal

S Sensor gain

6 Bias of unitn;

Ti The time constant of decay af

t, T, to t =time, T = length of task{p = initial/reference time
™ Turing Machine

TNGS Theory of Neuronal Group Selection

TVSS Tactile Visual Sensory Substitution

% velocity

W, wij Network weight matrix in whiclw;j gives the connection weight from

unit nj to unitn;
X* Fixed point or steady state activity (numerically estdt#id) of variable
xinaDS
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